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Introduction  

 

Profound changes in the Ukrainian as well as global economy are 

evidently the sources of new business needs in quick sound decisions, which 

should be based on grounded analysis and forecast. Quick, real time 

decision-making becomes a crucial competence of every manager. 

Sophisticated managers do not only rely on their experience, intuition and 

judgment. All these elements are highly important in making decisions 

concerning complex systems, but they are not enough for predicting reaction 

to the external influences of any complex system with many variables. In such 

a situation prediction of the total outcome often strains human cognitive 

capabilities and may be daunting.  

The academic discipline "Decision Support Systems" is a profes-

sionally-oriented optional discipline for students of training direction 6.030601 

"Management". It is a methodic and methodological base for the choice of 

models and methods of effective and efficient decision-making with the help 

of decision support systems of various kinds. These guidelines will be helpful 

in the organization and support of various decisions at enterprises of any 

size. They are also useful for students of specialities "Administrative Manage-

ment" and "Management of Innovation" in their educational activity.  

The subject of the academic discipline "Decision Support Systems" is 

theoretical basis and methods for solving complex managerial problems with 

the help of decision support systems.  

The aim of the academic discipline is to provide theoretical knowledge 

and form practical skills in using methods and techniques of decision-making. 

It forms the following competences: knowledge of approaches in decision 

theory, methods and techniques of decision-making processes mathematical 

support, skills in making a grounded choice of methods and decision support 

systems according to specific demands of business tasks and situations, etc. 
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Module 1 

Main decision support theory terms. The notion of 

decision support systems 

 

Practice 1 

The decision process stages. The intelligence stage 

 

Key goals: 

to learn the decision process stages, to trace them in a real-world 

decision-making situation; 

to gain the skills in specific business problems identification and analysis; 

to learn how to build and analyze the "problem map"; 

to gain primary skills in alternatives list formation and evaluation. 

 

The theoretical background (in short) 

The main term we may face in decision theory is a decision. In general, 

a decision is understood as a choice from multiple alternatives (options). This 

choice is made by a decision-maker due to professional or vital importance. 

In this context a decision is seen as an act which depicts the will of an 

individual, his/her possibility to make any choice and influence the current 

situation. Making no decision is also a kind of choice, because it is a possible 

option which is exercised by an individual. In this case the decision is a 

characteristic of individual's will which lacks the result. In general, any 

decision is associated with a result or an outcome. So, in human perception 

any decision is naturally combined with choice as a will and choice as a result 

of some thinking procedure. In Slavic mentality decisions are also associated 

with a choice as a process of decision-making, it has definite linguistic 

ground. 

The necessity of decision-making is defined by inconvenience of the 

present situation which is called a problem. A problem is a kind of situation 

that forces an individual to change it for the better because of inconvenience 

or threat under current conditions. The will to change it raises an idea or an 

image why or how exactly it should be changed, i.e. some objective. Any 

objective might be characterized as a desirable situation which is wished to be 

achieved by the decision-maker (an individual or a group). By nature, the 

objective might be of different levels and can be named an aim, a perspective 
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or a goal. The bottom line: the main driver of the decision-making process is 

the gap between the current situation (the problem) and the desirable situation 

(the objective) which stimulates the decision-maker to take certain actions. 

A set of actions aimed at solving the existing problem and helping to 

achieve the planned objective are called alternatives. Alternatives mean 

options which exclude each other. The alternatives may represent different 

possible actions aimed at achieving the given objective, different hypotheses 

about the character of the future, different classifications and so on. The 

number of alternatives may range from two to an infinite number. In order to 

make a good choice of them, a set of criteria are used. 

A criterion is the basis of choice, a kind of preference. Criteria are used 

to measure the role or extent of attractiveness of each alternative from the 

point of view of the objective. By nature, criteria might be qualitative and 

quantitative. In real business situations both types of criteria are used in order 

to choose the best alternative. Generally, criteria influence the choice of 

alternatives by way of exclusion or evaluation. Some alternatives are 

excluded from the set of possible options if our criterion has a characteristic 

of constraint (or a so-called limiting factor) [12]. In this case the criterion 

serves to limit the alternatives under consideration or to express the 

characteristic that the decision set must possess. Criteria which might be 

considered as factors evaluate alternatives by the range of their 

attractiveness in achieving the objective, they show the suitability of a specific 

alternative. 

The procedure by which criteria are selected and combined to arrive at 

a particular evaluation, and by which evaluations are compared and acted 

upon, is known as a decision rule. Decision rules typically contain 

procedures for combining criteria into a single composite index and a 

statement of how alternatives are to be compared using this index. 

Criteria are the measurements of effectiveness of various alternatives. 

Criteria correspond to different kinds of system performance. Besides economic 

criteria, which tend to prevail in the decision-making process within 

companies, it is however possible to identify other factors influencing a 

rational choice. They are: economic, technical, legal, ethical, procedural, 

political. Economic factors are the most influential in decision-making 

processes, and are often aimed at the minimization of costs or the 

maximization of profits. Options that are not technically feasible must be 

discarded. Legal rationality implies that before making any choice the 
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decision-makers should verify whether it is compatible with the legislation and 

with ethical principles and social rules of the company. A decision may be 

considered ideal from an economic, legal and social standpoint, but it may be 

unworkable due to cultural limitations of the organization in terms of prevailing 

procedures and common practice. The decision-maker must also assess the 

political consequences of a specific decision for individuals, departments and 

organizations. 

Identifying decision outcomes has been a particularly difficult challenge 

for decision-makers as well as for decision researchers. Decision outcomes 

are frequently multifaceted and often difficult to fully grasp and quantitatively 

measure. 

H. A. Simon is considered the pioneer in the development of human 

decision-making models, who established the foundation for human decision-

making models [34]. His basic model depicts human decision-making as a 

three-stage process. These stages are: intelligence, design, choice. 

Intelligence is the identification of a problem (or opportunity) that requires 

decision and collection of information relevant to the decision. Design is 

creating, developing, and analyzing alternative courses of action. Choice is 

selecting a course of action from those available. 

During the intelligence phase, the decision-maker observes the reality, 

gains fundamental understanding of the existing problems or new 

opportunities, and acquires general quantitative and qualitative information 

needed to address the problems or opportunities. In the design phase, the 

decision-maker develops a specific and precise model that can be used to 

systematically examine the discovered problem or opportunity. This model 

will consist of decision alternatives, uncontrollable events, criteria, and the 

symbolic or numerical relationships between these variables. Usage of the 

explicit models to logically evaluate the specified alternatives and to generate 

recommended actions constitutes the ensuing choice phase. During the 

subsequent implementation phase, the decision-maker ponders the analyses 

and recommendations, weighs the consequences, gains sufficient confidence 

in the decision, develops an implementation plan, secures needed financial, 

human and material resources, and puts the plan into action. 

After the final choice is implemented, the decision-maker should 

observe the new reality and, where appropriate, follow through with 

intelligence, design, choice, and implementation. Moreover, phase analyses 

may suggest the need for revisions at the preceding phases. For example, 
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analyses at the choice phase may necessitate adjustments in the previous 

design. Such continuous monitoring and adjustment is similar to Simon's 

review phase. 
 

 
 

Figure 1. The decision-making process [34] 
 

No decision process is this clear-cut in an ill-structured situation. 

Typically, the phases overlap and blend together, and there will be a return to 

earlier stages, as more is learned about the problem, or solutions do not work 

out, and so forth. Conceptually, the decision-making process applies in the 

same manner to individual or group decision-making. 
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Step-by-step guide  

 

Step 1. In order to study the decision-making process in a real-world 

situation every student should choose a case from the proposed range. 

Step 2. Read the chosen case and try to find out what problem the 

enterprise faced with (use all your knowledge of economics, operations 

research and other areas in order to get all the puzzles of the case situation 

together). 

Step 3. Map the problem with the help of the decision support system 

Decision Explorer (made by Banxia Software Ltd). 

Run the software Decision Explorer (the demo version). The first 

dialogue window will propose to choose the directory, where your model may 

be saved. You should choose a folder on disk D or S (but it would be 

definitely better to save your model in a folder on your flash drive), rename 

the model as "model_1_your second name". 

 

 

 

Figure 2. The start dialogue window of Decision Explorer 

 

The Decision Explorer interface is rather easy and intuitive:  

a) a double click (the left mouse button) on free (white) workspace 

allows making a concept-object (rectangle), where the problem or its causes 

may be typed in; 

b) a single click (the right mouse button) on the concept (rectangle) 

opens a context menu. The most useful context menu options are "to move 

the concept", "edit it"; 
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c) in order to change the concept look, the button "Aa" ("Define the 

concept style properties") should be used. It allows changing the font (its size, 

color, culture), the border (its shape and color); 

d) in order to create connections between the concepts (arrows), the left 

mouse button should be pressed (the sign of an arm or question will appear). 

Lead it to the needed concept (the connection will be formed if the aimed 

concept is shaped by the dotted line). 

As a result of mapping the business case problem, there might be made 

a model as shown in Fig. 3. 

 

 
 

Figure 3. An example of business case problem mapping 

 

Step 4. Save your model for the subsequent analysis. 

Step 5. In order to perform analysis of the model, one should learn the 

buttons of the toolbar and the main menu. Special attention should be paid  to 

the following commands: 

a) View/Map Display and View/Text display – it gives an opportunity to 

switch between the two main modes; 

b) Anaysis/Central – the most "powerful", influential concepts are 

ranged to the top of the list; 
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c) Analysis/Domain – all the concepts are ranged according to the number 

of the inflowing and outflowing concepts (it is extremely useful for social tasks); 

d) Analysis/Loop – all economic multiplier loops are found; 

e) Analysis/Cluser – all clusters are depicted if they exist in this model. 

Step 6. All the analysis functions should be applied to the model and all 

economic explanations to the results should be given. 

The result of Central analysis is shown in Fig. 4. 
 

 
 

Figure 4. An example of Central analysis 
 

The result of Domain analysis is shown in Fig. 5. 
 

 
 

Figure 5. An example of Domain analysis 
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The result of Loop analysis is shown in Fig. 6. 
 

 
 

Figure 6. An example of Loop analysis 
 

Step 7. Make a final report with all the summaries and economic 

explanation of the analysis results. Submit your practice report, as well as the 

source Decision Explorer file. 

 

Practice 2  

The decision-making process stages. Computer support  

of the design and choice stages of decision-making 
 

Key goals: 

to learn the decision-making process stages, to trace them in a real-

world decision-making situation; 

to gain the skills in solving specific business problems (the skill in 

comparing alternatives in multi-criteria business tasks); 

to learn how to form a decision task and analyze the hierarchy of 

decision elements; 

to gain skills in the formation and evaluation of a list of alternatives. 

 

The theoretical background (in short) 
 

The decision theory is a scientific discipline, which deals with two main tasks:  

1) to study/explore how people make decisions; 

2) to develop methods for decision-making, which help to justify the 

selection of the best alternative from a feasible alternative set. 
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As it is clear from the definition, the decision theory deals with two 

classes of problems. According to them, descriptive and normative theory 

might be distinguished. 

The normative theory is a mathematical theory of decision-making, 

which is based on the assumption that any problem situation can be 

described as a mathematical model that supports selection of the best 

alternative on the basis of some criterion. 

The normative theory is grounded on the following premises: 

1) first of all, a mathematical model of any situation might be build and it 

would generate a set of alternatives; 

2) secondly, an objective model (a goal model) might be build to 

estimate the measure of concordance/adequacy of each alternative to the 

goal. 

Initially, the basis for the normative decision theory lies in the classical 

concept of maximizing the expected utility. According to this concept, an 

individual is always trying to make the best decision, which corresponds to 

the maximum expected utility/gain. It is assumed that the decision-maker has 

enough information about the environment, alternatives and their 

consequences of his/her choices. 

The main elements, which are used in the process of selecting the best 

alternative from the set of alternatives are formalized in the form of a 

decision-making task. 

The decision-making task is a pair <A, P>, where: A is a set of 

alternatives, P is the principle of optimality, which defines the best alternative 

(that is a model of an objective) [12]. 

A solution to the task (<A, P>) is a subset Aopt є A, which supervenes 

from the principle of optimality. If the principle of optimality (P) is a set of 

contradictory criteria, then there is a multi-criteria task. 

The main practical result of the research conducted under the 

normative decision theory is different mathematical models aiming to find a 

solution to <A, P>. 

A model is an image of (similar to) the original object, which reflects its 

significant attributes/properties and which is used in the research process 

(replacing the original object). 

A mathematical model of an economic object (process, event) is a 

description, made by mathematical means, such as expression equations, 

inequalities and logical relations. 
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Examples of mathematical economic models can be: 

1) mathematical economics (production functions and industries' 

balances); 

2) models of mathematical programming; 

3) game theory models; 

4) statistics, probability and simulation models. 

A normative (pragmatic) decision model means the right representation 

of the decision-making process and its outcome [4]. These models show how 

to make a decision. 

The most common model used for solving multi-criteria problems, is the 

model based on the total efficiency criteria: all the alternatives payoffs are 

multiplied by their weight (according to the criteria values). 

 

Step-by-step guide  

 

Step 1. Read the chosen case and try to find out what problem the 

enterprise faced (this case was used in the previous practice). Formulate the 

objective (goal) of decision-making.  

Run the software for multicriteria decision analysis (hierarchy analysis). 

It may be the Expert Choice or the Emperor. Create a new model. 

 

 

 

Figure 7. Creation of a new model in the Expert Choice 
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Enter the model goal, you've formulated. 
 

 
 

Figure 8. Goal description of a new model 
 

Step 2. Formulate all the actors of this business situation. Ground your 

choice of people (positions), who are decision-makers for this business 

situation. Put their positions (they might be put as children of a Goal node) 

into the model. 
 

 
 

Figure 9. Making a hierarchy structure 

 

All the decision-makers should be put into the hierarchy model in the 

first level of division. 
 

 
 

Figure 10. Putting in all decision-makers 
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Step 3. Put the criteria of all decision makers. 

In order to fulfill this step correctly it is obligatory to put yourself in each 

decision-maker's shoes. Each decision-maker may have his/her individual 

point of view on the situation of choice because of specific knowledge and 

experience background, commitments and position. That's why the criteria for 

evaluation of how alternatives meet the goal might be different for each 

decision-maker. 
 

 
 

Figure 11. Putting in the criteria of decision-makers 
 

In order to check all the criteria of all the decision-makers we may built 

a hierarchy model, its first draft. For this purpose we may use the menu 

View/Hierarchy view. 
 

 
 

Figure 12. Hierarchy of decision-makers and their criteria 
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Step 4. Type in all the alternatives. 

The last (but not the least) part of the multicriteria decision task is 

formulating all the alternatives. They should be put to the right part of the 

window to a special space for alternatives. 
 

 
 

Figure 13. Alternatives of the model 
 

By finishing this step we've provided a multicriteria decision-making 

task. So that is a perfect time to make an economic description of the model 

elements in your report. 

Step 5. Describe all the preferences in the model. 

Preferences assignment may be started with the identification of the 

weight of each decision-maker's judgment. In our case the most important 

role is that of the CEO, the least important role belongs to the conflict 

manager (Fig. 14).  
 

 
 

Figure 14. The weight of decision-makers' judgments 
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Afterwards it is obligatory to put the preferences of decision-makers to 

their criteria, as it is described in Fig. 15. 

 

 

 

Figure 15. Alternatives of the model 

 

The same way relative preferences of alternatives with respect to all 

criteria should be assigned.  

 

 

 

Figure 16. Relative preferences of alternatives on the basis 

 of company's profit criteria from the CEO's point of view 
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It is easy to see that there are three modes of preference assignment 

(as shown in Fig. 14 – 16), they are pairwise numerical comparison (Fig. 14), 

pairwise verbal comparison (Fig. 15) and pairwise graphical comparison 

(Fig. 16). Any of them might be used in preferences assignment. 

Step 6. Calculate the model. 

The model may be calculated (or in terms of Expert Choice "syn-

thesized") by using the menu Synthesize/With respect to the goal. 

 

 
 

Figure 17. Model calculation 

 

The results of the model calculations on a specific tab are called 

"Priorities derived from pairwise comparisons".  

 

 
 

Figure 18. Graphical representation of the model calculation 

 

The graph of priorities shows both the priorities themselves and the 

inconsistency level of the model, which helps to identify the reliability of the 

model. At the end of model building it is obligatory to analyze the results from 

the economic background and make a subsequent summary of judgments 

and results.  

The software has a report-making function (the menu File/Print report). 

It provides the researcher with priority graphs, hierarchy, tables of prefe-

rences etc. Put it all in your report and explain economic meaning of the 

model itself and all the results. 
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Step 7. Make sensitivity analysis. 

The last part of multicriteria decision-making is sensitivity analysis 

which may provide the decision-maker with information of how sensitive the 

decision is to the changes (even slight changes) in the priorities. Such 

information may help identify the weak points of the model. 

The menu Sensitivity-Graphs provides us with intuitively easy tools of 

sensitivity check.  

 

 

 

Figure 19. Sensitivity analysis 

 

For example, the Dynamic mode shows the impact of each decision-

maker's judgment on the alternative choice. So let's investigate the case of 

finance manager's importance growth. Even if the CEO and the finance 

manager are of the same importance, the choice of alternatives doesn't change.  

 

 
 

Figure 20. Sensitivity analysis (finance manager's importance growth) 
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The opposite situation may occur in the case of HR-manager's 

importance growth. His point of view on the subject is not so aligned with the 

CEO's point of view. That's why the HR-manager's importance growth leads 

to the choice of the alternatives significant change. 

 

 

 

Figure 21. Sensitivity analysis (HR-manager's importance growth) 

 

So the sensitivity analysis provides researchers with additional information 

about the consequences of change in preferences. Also that is a tool for  

a wide range of assumptions checks. 

Step 8. Make a final report with all the summaries and economic 

explanation of the analysis results. Submit your practice report, as well as the 

source Expert Choice file. 

 

Practice 3 

Group decision-making. Computer support  

of group decision-making  

 

Key goals: 

to learn the group decision-making process and its deficiencies; 

to gain the skill in group decision-making processing with the help of the 

group decision support system (the skill in constructing a questionnaire in the 

group DSS); 

to acquire the skill in aggregating individual and group expert judgments 

using the analytic hierarchical process (the skill in processing the questionnaire 

in the group DSS). 
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The theoretical background (in short) 

 

In organizations many decisions are made by groups of people, not 

individuals. If handled in the right way, a decision made by a group can evoke 

greater commitment than one made by an individual because more people 

feel the sense of involvement in it. On the other hand, group decisions usually 

consume more time (and more money) than individual ones, so they need to 

justify extra costs. In fact it is not possible to generalize about whether 

individuals or groups are universally better. It depends on the abilities and 

training of the individuals and groups, and also on the kind of task being 

tackled [12]. Main decision-making tasks that groups can face are: generating 

plans; generating ideas; solving problems with correct answers; deciding 

issues with no identifiably correct answer at the time the decision is being 

made.  

Involving lots of people in the decision-making process provides a 

greater basis of experience, knowledge, and creative insights. It is intuitively 

reasonable that the chances of overlooking possible events and possible 

courses of actions are diminished in group decision-making. The synergy of 

individuals may make the overall quality of the group decisions greater than 

the sum of parts [16, 20]. However, if the opinion and values of individuals 

differ, how should the differences be resolved? Difference of opinion may 

inhibit the expression of critical ideas, resulting in an incomplete survey of 

alternative action courses or choices. Techniques to enhance a group's 

creative potential and interaction such as Delphi, SODA (strategic options 

development and analysis), and even the brainstorming process are widely 

used. 

In group decision-making there are two main issues in values 

processing. The first is how to aggregate individual judgments, and the 

second is how to construct the group choice from individual choices [30]. In 

reality group decisions should not go by consensus because not all people 

feel the same about things. The minority can have very strong commitments 

to a cause and can give rise to disruptions that the majority feels lukewarm 

about. There is no hiding from this issue in the real world. The reciprocal 

property plays an important role in combining the judgments of several 

individuals to obtain a judgment for the group. Judgments must be combined 

so that the reciprocal of the synthesized judgments must be equal to the 

syntheses of the reciprocals of these judgments.  
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It has been proved that the geometric mean is the unique way to do 

that. If the individuals are experts, they may not wish to combine their 

judgments but only their final outcome from a hierarchy. In that case one 

takes the geometric mean of the final outcomes. If the individuals have 

different priorities of importance their judgments (final outcomes) are raised to 

the power of their priorities and then the geometric mean is formed. 

Using the absolute scale approach of the analytic hierarchical process, 

it can be shown that due to the fact that now the individual preferences are 

cardinal rather than ordinal, it is possible to derive a rational group choice 

satisfying the above four conditions. It is possible because: a) individual priority 

scales can always be derived from a set of pairwise cardinal preference 

judgments as long as they form at least a minimal spanning tree in the com-

pletely connected graph of the elements being compared; and b) the cardinal 

preference judgments associated with the group choice belong to an absolute 

scale that represents the relative intensity of group preferences. 

 

Step-by-step guide  

 

In order to acquire the announced skills some short questionnaires (of 

websites usability investigation) are given to students. These questionnaires 

are filled by experts, some judgments are missed, – all they are the parts of 

real-life website usability investigation. 

Step 1. Run the group decision support software (Expert Choice). Make 

a new model.  

Step 2. Put in the goal of the questionnaire as "Analysis of the 

enterprise website usability". 

 

 
 

Figure 22. The goal of questionnaire model 

 

Step 3. Type in the questions of the questionnaire (as siblings of the goal). 
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Figure 23. The hierarchy view of the questionnaire model 

 

Step 4. Put in the alternatives of your model. 

In the case of the enterprise website usability analysis questionnaire the 

alternatives are websites which were investigated and estimated by experts. 

Due to training purposes of this practice there only 4–6 questionnaire sheets 

are given, where 3–6 enterprises' websites might be mentioned. So put in the 

alternatives (website's names) to your model. 

 

 
 

Figure 24. The alternatives of the questionnaire model 

 

Step 5. Define the possible answers grid. 

The real-life questionnaires often operate linguistic variables, because 

they are easier accepted by experts or respondents. So in order the software 

may process the answers of that kind, it is obligatory to put such answer grid 

to the model and assign numerical values to it. For that purpose one should 

fill the tab "Ratings – Define and derive scale priorities for intensities". We've 
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got five possible answers in the questionnaire: yes, more yes than no, fifty-

fifty, more no than yes, no. These answers may correspond to different 

numerical values (according to study purposes and different distribution 

bases), but for training purposes let's submit the equal pace between 

judgments – 0.25. 

 

 
 

Figure 25. The raiting grid 

 

Afterwards one should assign the formed answer grid to questions. The 

software sustains the possibility of having a different answer grid to different 

questions, but in our case they are the same. So one has to switch to the 

"Formulas grid" tab and assign the formed answer grid (ratings type) to every 

question. 

 

 
 

Figure 26. The formula grid 

 

So our model is ready for individual judgment processing. Save it!  

Step 6. Add respondents for individual and group expert judgments 

aggregation using the group DSS. 
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In order to enrich the model with expert judgments one should create 

separate "subquestionnaires" for the experts. Use the menu Go/Participants 

table.  
 

 
 

Figure 27. The participants table 
 

In the participants table use the menu Edit/Add N participants. In our 

case we should add two participants because we are processing four 

questionnaire sheets filled in by two experts. It is polite to put the names of 

the experts into the table at once. The role "Combined" will be added automa-

tically, it serves to aggregate judgments. 
 

 
 

Figure 28. The filled in participants table 
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At this step the model should be saved, it is ready for preferences to be 

filled in. 

Step 7. Fill in the preferences of experts and combine the results. 

In order to fill in the preferences of every expert one has to switch to the 

chosen participant (expert) and fill in the model with the data from the 

questionnaire sheets in the Data grid tab. In order to fill the grid tab it is 

enough just to click the needed answer from the prompt answers at the top. 

 

 
 

Figure 29. Filling in one expert data grid 

 

After filling in the data from all the questionnaire sheets one should 

switch to the Combined role, where all the data are preformed in one view. 

 

 
 

Figure 30. The aggregated results of the website usability analysis 

 

As a result all the weak points of the websites are well seen, the best 

alternative (the best website of the enterprise) is evident.  
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For visible indication of the best alternative one can use the Plot 

alternatives command. 

 

 
 

Figure 31. The website usability analysis results 

 

Step 8. Make a final report with all the summaries and economic 

explanation of analysis results. Submit your practice report, as well as the 

source Expert Choice file. 
 

Practice 4 

Computer support of group decision-making on individual data  
 

Key goals: 

to gain the skill in the group decision-making processing with the help of  

the group decision support system (the skill in constructing questionnaires in 

the group DSS) on individual data; 

to acquire the skill in making aggregate individual and group expert 

judgments using the analytic hierarchical process (the skill in processing 

questionnaires in the group DSS) on individual data. 

 

Step-by-step guide  

 

Step 1. Make a questionnaire of your own. Define the goal of the 

analysis (Why is it necessary to fill in this questionnaire?), what new 

knowledge you are going to get. Test your questionnaire on someone you 
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trust, improve your questionnaire in the case of a negative feedback. Define 

your experts and poll the assembly.  

Step 2. Run the group decision support software (Expert Choice). Make 

a new model.  

Step 3. Put in the goal of your questionnaire. Type in the questions of 

the questionnaire (as siblings of the goal). 

Step 4. Put in the alternatives of your model. 

Step 5. Define a possible answer grid. 

Step 6. Add respondents for individual and group expert judgments 

aggregation using the group DSS. 

At this step the model should be saved, it be ready for preferences to 

be filled in. 

Step 7. Fill in the preferences of the experts and combine the results. 

Step 8. Make a final report with all the summaries and economic 

explanation of the analysis results. Submit your practice report, as well as the 

source Expert Choice file. 

 

Module 2  

Systems and technologies  

of management decision support 
 

Practice 5  

Data search for industry analysis 
 

Key goals: 

to learn data types; 

to gain the skills in working with potential sources for raw data; 

to gain primary skills in preparing and preprocessing data; 

to make analysis of the chosen industry. 

 

The theoretical background (in short) 

One of the most important objects of the enterprise external 

environment analysis is industry analysis (industry to which the enterprise 

belongs to). On the basis of industry state it is possible to draw conclusions 

about market perspectives, resources accessibility for development, level of 

competition and market concentration. The economic activity types are grouped 

in some industries in order to aggregate data on economically (or technically) 

close business activities and therefore  trace macroeconomic changes.  
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Grouping of business activities in Ukraine is based on the Classification 

of Economic Activities "КВЕД" (Класифікація видів економічної діяльності). 

At the moment the latest (and actual) edition is КВЕД of  2010 (the National 

classifier of Ukraine ДК0009:2010 "Класифікація видів економічної діяль-

ності" http://kved.ukrstat.gov.ua/). Till January 1, 2012 КВЕД-2005 was used 

(the one revised in 2005). At the international level the NACE classifier in two 

versions is widely used − rev. 2.0 (the recent one, used since 2008) and rev. 1.1 

(out-of-date). The NACE rev. 2.0 almost exactly corresponds to the Ukrainian 

classifier КВЕД-2010 in economic activities grouping. It is available for download 

on the Eurostat website. 

In order to analyze any industry, common indexes (applied to describe 

any industry) and specific indexes (specific to particular industries) are used. 

Common indexes include: 

1) indicators of production and sales of products (production volume, 

sales, imports and exports volume in physical terms and monetary terms); 

2) financial indicators (gross income, operating surplus volume, net 

profit, profitability); 

3) social characteristics of an industry (the number of staff employed 

and its dynamics, the average wage level, the average compensation costs, 

staff turnover, personnel training, etc.); 

4) indicators of innovation orientation and investment attractiveness 

(investment volume and sources of these investments, investments objects: 

equipment, new technology, depreciation of capital, the percentage of innovative 

products, R&D personnel in industry, etc.); 

5) ICT usage (enterprises using Internet in order to sale products, get 

orders, for supply chain and inventory tracking and tracing, enterprises that 

use the Internet for banking and financial services, enterprises with website 

providing product catalogues or price lists).  

Specific industry indicators reflect the peculiarity of their functioning. For 

example, the number of mobile operators subscribers shows the level of market 

penetration of this service; the length of railways or roads paved describes the 

infrastructural capability to implement the transport and logistics processes, etc. 

ICT usage in accounting and statistical information aggregation, as well 

as promotion of the idea of openness in developed societies have led to the 

availability of free access to such international statistical databases:  

1) the European Commission of Statistics (http://epp.eurostat.ec.europa.eu); 

2) the Organization for Economic Co-operation and Development 

(http://stats.oecd.org/); 
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3) the United Nations (http://www.un.org/en/databases/); 

4) the World Bank (http://data.worldbank.org/). 

National statistical committees websites of world economic leaders are 

also available, such as the USA (http://www.usa.gov/), Australia (http://abs. 

gov.au/), China (http://www.stats.gov.cn), Russia (http://www.gks.ru/). 

The nice thing about working with the majority of these global statistical 

databases is the ability to provide information under the user requests (such 

customization is possible in varying degrees, but it gives access to highly 

specialized data). Also these databases allow users to export the data in a 

format suitable for analysis, which significantly reduces the amount of manual 

labor of users. 

The main source of statistical data in Ukraine is the State Statistics 

Service of Ukraine (the Ukrainian Statistics Committee or so called Ukrstat). 

Its data is available in the electronic (online http://www.ukrstat.gov.ua/) and 

printed form. The main drawback of its data is the fact that the content from 

these sources overlaps but is not identical. Not all papers can be found in the 

electronic form, while "Експрес-випуски" (Express Editions) are not repre-

sented in the printed form at all (they are only available in Ukrainian). 

The data are presented in three main section on the Ukrstat website: 

1) "Publications" ("Публикации", this section allows users to download 

an electronic analog of the printed edition, the data in such publications 

cannot be resaved in the formats appropriate for automated analysis); 

2) "Express Editions" ("Експрес-випуски" contain operational statistics, 

they are often presented in the context of months and quarters aggregation. 

This section is not presented in English); 

3) "Statistical Information" (This section presents data tables on a web page, 

so it allows users at least partially transfer data to other programs and not retype 

them. The main drawback of the section is that provided information is cut). 

One of the important aspects of industry analysis is collection and 

analysis of key market players, the dynamics of their functioning and development. 

Enterprises' websites study may be used as sources of such information, but 

nowadays the penetration of IT technologies in industries of Ukraine is 

uneven, and the information provided on these websites is often cut and outdated.  

Due to the mentioned website features of many Ukrainian enterprises, it 

is effective to use the official website of the Agency of Stock Market 

Infrastructure Development of Ukraine (http://www.smida.gov.ua/about) for 

gathering information about public enterprises. This website uses the publicly 
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available database of the Stock Market Commission. The following data is 

available (which is vital for key players analysis): 

1) the balance sheet statement (форма 1 "Баланс предприятия"); 

2) the financial results statement (форма 2 "Финансовые результаты"); 

3) personnel; 

4) wage and earnings. 

Also there might be some information about the production volume, the 

net cost, etc., though not all the issuers publish such data. 

For efficient use of the database it is obligatory to register and keep in 

mind this website rule: viewing more than one report for a minute is 

forbidden. Without registration companies' reporting statements are not 

available at all. The main drawback of this website is its availability for 

Ukrainian issuers only.  

The core sources of information about the industry position are analytic 

reports of  international consulting agencies. Some of them are available for 

free. Such reports may describe not only the recent information about the 

researched industries, but also include some specific industry indexes, which 

were generated (or gathered) by such agencies. The analysis of talent attrac-

tion and compensation in communication industry made by PriceWaterCoopers 

might be mentioned as an example.  

Worldwide famous consulting agencies: 

1) PriceWaterCoopers (www.pwc.com); 

2) KPMG International Cooperative (www.kpmg.com/global/en/pages/ 

default.aspx); 

3) McKinsey & Company (www.mckinsey.com/); 

4) The Boston Consulting Group, Inc. (www.bcg.com/); 

5) Bain & Company (www.bain.com/); 

6) Booz & Company (www.booz.com/); 

7) Ernst & Young LLP (www.ey.com/) and others. 

In order to produce an industry (analytic) report of high quality one 

should do the following: 

1) define industry codes according to statistic classifiers NACE rev. 2.0 

and КВЕД-2010; 

2) determine specific features of the researched industry, specify the list 

of the researched indexes and the time period (if needed); 

3) search and customize the needed data from international statistic 

databases; 

4) collect the available data from national statistical databases, such as 

Russian and Ukrainian; 
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5) search ready-made analytic reports of the industry; 

6) make primary analysis of the gathered information, to find world and 

Ukrainian market players; 

7) search the major players' statements and reports on the website of 

the Agency of Stock Market Infrastructure Development of Ukraine, as well as 

in other open sources; 

8) summarize the collected information and organize it in the form of 

a report (or presentation). 

 

Step-by-step guide (in short) 

 

Step 1. In order to investigate the dynamics of the chosen industry  

(in the world or European market) find the data in open sources (years 2007 − 

2015). Such government sources may be the European Commission of Sta-

tistics (www.epp.eurostat.ec.europa.eu), EU KLEMS Project (www.euklems.net), 

etc. Private sector sources may be used: different consulting firms like PwC 

(www.pwc.com), KPMG (www.kpmg.com/global/en/pages/default.aspx), etc. 

These sources may help in finding out the key trends in the industry and their 

volume in the European market (the number of employees, the volume of 

investments etc. are also available). The better data is found the better 

industry analysis might be done. Save all the raw data in your folder. Include 

the summary about the key industry trends in your report.  

Step 2. Analyze the dynamics of the industry in the Ukrainian market. 

The main government source is the State Statistics Service of Ukraine 

(www.ukrstat.gov.ua). Other nongovernment sources available might be 

used.   

Step 3. Download the financial data of prominent Ukrainian enterprises 

(they should belong to the chosen industry). Among the saved data there 

should be: the balance ("Форма 1: Баланс підприємства") and the statement  

of financial results ("Форма 2: Фінансові результати"); the annual number of 

employees and the annual wage fund. Save all your results in an Excel file. 

Step 4. Compile the results of the analysis (steps 1, 2, 3) into one holistic 

report of the chosen industry. Be attentive in putting in all the references, 

which were used! 

Step 5. Make a final report with all the summaries and economic 

explanation of the analysis results. Submit your practice report, as well as 

ALL the source files. 
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Step-by-step guide (An example of my analysis) 

 

Step 0. The industry I've chosen for investigation is publishing. As far 

as I don't remember the code of the industry (or the main products of that 

industry) I should find it in statistical classifiers like "КВЕД" or NACE rev. 2. 

These codes may help in the search of the industry specific data. 

In my case the industry is called "Printing and reproduction of recorded 

media" (division 18).  
 

 
 

Figure 32. Printing industry codes according to NACE rev. 2.0 

 

According to Urkainian statistics the publishing industry code is 18 

(according to "КВЕД-2005", the 2005 year version) or 22 (in "КВЕД-2010", 

the 2010 year version). 
 

 
 

Figure 33. Printing industry codes according  

to NACE rev. 2 (by products) 
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Step 1. In order to investigate the European dynamics of the printing 

industry, it is obligatory to start with the European Statistics Office website 

(http://www.epp.eurostat.ec.europa.eu). It provides researchers with raw 

data, reports and reviews (mostly) for free. The data from the Eurostat 

statistic databases may be extracted in a wide range of formats, so it is very 

convenient for making analysis and reports of different kinds. 
 

 
 

Figure 34. The main page of the European Commission  

of Statistics website 

 

The easiest start of the search on a website is using the search function. 

Not all the found results suited the investigation purposes, but some reports 

were very valuable. It was the industry analytical report of the year 2010. 

 

 
 

Figure 35. The analytical report from the Eurostat 
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The quality of this research paper is high. It includes data about the 

industry turnover, the number of employees, the value added, the gross 

operating rate, the investment rate, etc. 

 

 
 

Figure 36. Data sets in the available analytical report 

 

Also I download statistic yearbooks (years 2007 – 2014) to make my 

analysis more up-to-date. Some data tables are available in the .xls format 

(not .pdf), so they may be easier used in calculations. 

 

 
 

Figure 37. One of the spreadsheets from the yearbook of 2011 
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For more specific industry analysis the database may be used. These 

tables provide users with customized data extraction.  

 

 
 

Figure 38. Customized data tables from the Eurostat database 

 

For analysis of a specific (narrow) niche the data of each product 

production volume by countries may be downloaded in the .xls format by 

product codes (we use info from step 0), so-called PRODCOM annual data. 

 

 
 

Figure 39. PRODCOM annual data 

 

These Excel files consist of data by product, it gives an opportunity to 

analyze market niches and market on the whole (by adding all products). 

Afterwards a search on consulting agencies was made. The repot on 

newspaper digital circulation was found on the PriceWatersCoopers' site. 
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Figure 40. Reports on the PwC site (www.pwc.com) 

 

Step 2. Analyze the dynamics of the industry in the Ukrainian market. 

The main government source is the State Statistics Service of Ukraine 

website (www.ukrstat.gov.ua). There the Ukrainian statistics on the industry 

was found and downloaded as reports in the .pdf format (unfortunately, data 

customization services aren't provided). 

 

 
 

Figure 41. The State Statistics Service of Ukraine website 

(www.ukrstat.gov.ua) 

 

Step 3. In order to download the financial data of the industry key 

players, we provided primary analysis. Some of the key players have their 

websites, so all of them were investigated in search of the needed information. 

Some of the key players are stock companies, so their financial statistics are 

aggregated on the official website of the Agency of Stock Market Infrastructure 
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Development of Ukraine (http://www.smida.gov.ua/about). It gathers information 

about public enterprises. This website uses  publicly available database of the 

Stock Market Commission. 
 

 
 

Figure 42. Primary search on the Smida website (www.smida.gov.ua) 

 

The found statistics of the key market players were downloaded and 

analyzed. 
 

 
 

Figure 43. Statistics of the public company 
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Step 4. The results of the analysis (steps 1, 2, 3) were compiled into 

one holistic report of the chosen industry. 

Step 5. A final report with all the summaries and economic explanation 

of the analysis results was written. All the source files were saved. 

 

Practice 6 

Knowledge Discovery in Databases (KDD) and data mining 

 

Key goals: 

to learn the KDD and data mining algorithms in practice; 

to master the technology and algorithms of search of dependences on 

real data by means of the Deductor Studio or the Longinom Studio. 

 

The theoretical background (in short) 

 

Data mining is a set of computer-assisted techniques designed to 

automatically mine large volumes of integrated data for new, hidden or 

unexpected information, or patterns. Data mining is sometimes known as 

knowledge discovery in databases (KDD) [7]. 

The capability to deal with voluminous data sets does not mean that 

data mining requires a huge amount of data as input. In fact, the quality of 

data to be mined is more important. Aside from being a good representative 

of the whole population, the data sets should contain the least amount of 

noise – errors that might affect mining results. 

There have been recognized many data mining goals; these goals may 

be grouped into two categories – verification and discovery. Both of the goals 

share one thing in common – the final products of the mining process are 

discovered patterns that may be used to predict the future trends [21]. 

In recent years, data mining has been studied extensively especially on 

supporting customer relationship management (CRM) and fraud detection. 

Moreover, many areas have begun to realize the usefulness of data mining. 

Those areas include biomedicine, DNA analysis, financial industry and e-

commerce. However, there are also some criticisms on data mining 

shortcomings such as its complexity, the required technical expertise, the 

lower degree of automation, its lack of user friendliness, the lack of flexibility 

and presentation limitations. 

Data mining methods can be used to perform a variety of tasks, 

including association discovery, clustering, regression, and classification. 
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Cluster analysis 

Cluster analysis is the best-known descriptive data mining method.  

Cluster analysis addresses segmentation problems. The objective of this analysis 

is to separate data with similar characteristics from the dissimilar ones. The 

difference between clustering and classification is that while clustering does 

not require pre-identified class labels, classification does. That is why classification 

is also called supervised learning while clustering is called unsupervised learning. 

Sometimes it is more convenient to analyze data in the aggregated 

form and allow breaking down into details if needed. For data management 

purpose, cluster analysis is frequently the first required task of the mining 

process. Then, the most interesting cluster can be focused for further 

investigation. 

There are several ways to perform a cluster analysis. It is therefore 

important to have a clear understanding of how the analysis will proceed. We can 

distinguish hierarchical and non-hierarchical methods of group formation. 

Hierarchical methods allow us to get a succession of groupings (called partitions 

or clusters) with a number of groups from n to 1, starting from the simplest, 

where all the observations are separated, to the situation where all the 

observations belong to a unique group. The non-hierarchical methods allow 

us to gather the n units directly into a number of previously defined groups. 

Choosing the number of groups is of fundamental importance. There is 

a trade-off between obtaining homogeneous groups, which typically 

increases the number of groups, and the need for a parsimonious 

representation, which reduces the number of groups. 

Linear regression 

In many applications it is interesting to evaluate whether one variable, 

called the dependent variable or the response, can be caused, explained and 

therefore predicted as a function of another, called the independent variable, 

the explanatory variable. We will use Y for the dependent (or response) 

variable and X for the independent (or explanatory) variable. The simplest 

statistical model that can describe Y as a function of X is linear regression. 

The linear regression model specifies a noisy linear relationship between 

variables Y and X, and for each paired observation (xi, yi) this can be 

expressed by the so-called regression function, yi = a + bxi + ei, i= 1, 2, . . . , n, 

where a is the intercept of the regression function, b is the slope coefficient of 

the regression function, also called regression coefficient, and ei is the random 

error of the regression function, relative to the i-th observation. 

Note that the regression function has two main parts: the regression 

line and the error term. The regression line can be constructed empirically, 
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starting with the matrix of available data. The error term describes how well 

the regression line approximates the observed response variable.   

Regression is a simple and powerful predictive tool. To use it in real 

situations, it is only necessary to calculate the parameters of the regression 

line, according to formulae, on the basis of the available data. Then a value 

for Y is predicted simply by substituting a value for X into the equation of the 

regression line. The predictive ability of the regression line is a function of the 

goodness of fit of the regression line, which is very seldom perfect. 

Classification  

Classification is the process of finding models, also known as classifiers, 

or functions that map records into one of several discrete prescribed classes. 

It is mostly used for predictive purpose. 

Typically, the model construction begins with two types of data sets – 

training and testing. The training data sets, with prescribed class labels, are fed 

into the model so that the model is able to find parameters or characters that 

distinguish one class from the other. This step is called learning process. 

Then, the testing data sets, without pre-classified labels, are fed into the model. 

The model will, ideally, automatically assign the precise class labels for those 

testing items. If the results of testing are unsatisfactory, then more training 

iterations are required. On the other hand, if the results are satisfactory, the model 

can be used to predict the classes of target items whose class labels are unknown. 

This method is most effective when the underlying reasons of labeling 

are subtle. The advantage of this method is that the pre-classified labels can 

be used as the performance measurement of the model.  

A decision tree is a graphical classification model in the form of a tree 

whose elements are essentially organized as follows: (a) every internal (non-

leaf) node is labeled with the name of one of the predictor attributes; (b) the 

branches coming out from an internal node are labeled with values of the 

attribute labeling that node; and (c) every leaf node is labeled with a class. 

A decision tree is usually built (or induced) by a top-down, "divide-and-

conquer" algorithm. Other methods for building decision trees can be used. 

For instance, genetic programming can be used to build a decision tree. 

While linear and logistic regression methods produce a score and then 

possibly a classification according to a discriminant rule, tree models begin by 

producing a classification of observations into groups and then obtain a score 

for each group. 

Tree models are usually divided into regression trees, when the 

response variable is continuous, and classification trees, when the response 

variable is quantitative discrete or qualitative (categorical). 
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Tree models can be defined as a recursive procedure, through which  

a set of n statistical units are progressively divided into groups, according to  

a division rule that aims to maximize a homogeneity or purity measure of the 

response variable in each of the obtained groups. At each step of the procedure, 

a division rule is specified by the choice of an explanatory variable to split and 

the choice of a splitting rule for the variable, which establishes how to partition 

the observations. 

The main result of a tree model is a final partition of the observations. 

The purpose of dependency analysis, also called association analysis, 

is to search for the most significant relationship across large number of 

variables or attributes. Sometimes, association is viewed as one type of 

dependencies where affinities of data items are described (e.g., describing data 

items or events that frequently occur together or in sequence). This type of 

methods is very common in marketing research field. 
 

Step-by-step guide  
 

Step 1. Start the data mining software.  

It may be the Deductor Studio or the Longinom Studio. They are the 

versions of one and the same software, provided by the BaseGroup Labs. 

Both programs have a demo version for educational purposes, so we may 

use any or both of them in our classes. Their distinctions lie in the user 

interface (the Deductor Studio has a Russian interface, the Longinom Studio 

has an English interface) and supported functions (the Longinom Studio lacks 

a classification algorithm and automatic building of decision trees is not 

supported). So in order to show all the possible ranges of task execution let's 

use the Deductor Studio. 
 

 
 

Figure 44. The Deductor Studio starting interface 
 

Step 2. Using "Import master", upload the text file containing data for 

the analysis.  
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After the data are checked and displayed correctly, it is possible to pass 

to the following step. 
 

 
 

Figure 45. The import wizard (step 2) 

 

Step 3. On the 6th step of importing data from the text file it is necessary 

to check the correctness of their recognition and purpose. So, all the text data 

(for example, the names of the enterprises) have to be labeled the "String" 

type, and all the numerical data are "Real" (generally) or "Integer" (if data in a 

column can be only integer, for example, as personnel number). 

In the "purpose" you should specify that all the columns are "Incoming" 

as it is supposed that all the columns will be used for calculations. 
 

 
 

Figure 46. The import wizard (step 6) 
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Before making calculations it is necessary to check the data on empty 

cells. For this purpose you need to make filtration with the condition of 

displaying not empty cells. Without this operation data will be not available 

for the analysis.  

Step 4. Make the linear regression model. 

Let's search for regression dependences on the given data. As the initial 

file contains data from financial reporting forms, the most "interesting" variable 

for the analysis is net income from sales (form 2, row 35). The indicators 

influencing (and defining) profitability of an enterprise are the number of personnel, 

stakeholders equity (form 1, row 380), material and salary expenses (form 2, 

row 230), (form 2, row 240), the volume of depreciation charges (form 2, row 

260). The list of independent variables can be expanded according to your 

wishes/assumptions (or proceeding from research objectives). 

Let's search for dependence. 

4.1. We will click the Processing wizard, choose the "linear regression". 

 

 
 

Figure 47. The processing wizard 

 

4.2. When appointing the purposes of initial columns, be sure to specify 

the variable (as "Outcoming") and parameters (as "Incoming").  

Other fields (columns) should be marked as not used. 

If necessary it is possible to use restrictions on a dependent variable. 

This option is used for functions with gaps. In our case it is unreasonable. 
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Figure 48. The processing wizard (step 2) 
 

4.3. Let's define the ways of displaying the data. The options "regression 

coefficients" and "dispersion chart" need to be chosen anyway as they 

describe the received model and reflect the main characteristics of its quality. 

 

 
 

Figure 49. The processing wizard (step 6) 

 

4.4. As a result we have the following model. 
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Figure 50. The model 
 

The chart of dispersion reflects a high quality of the model. 
 

 
 

Figure 51. The regression diagram 
 

It is possible to look through the values of any points on the dispersion 

chart that is especially important in the analysis of deviations in the model. 

Choosing the Assessment the Quality of Model button (a sum sign), it is 

possible to trace an increment of model errors. 
 

 
 

Figure 52. The quality of the model 
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In the Statistics tab you can see the main information about the incoming 

data (graphic display can be turned on, using the Statistics Review ("Обзор 

статистики") button (glasses)). 

If necessary the format of data display can be adjusted, using the Fields 

Settings ("Настройка полей") button. It can be useful when data are displayed 

in a scientific format, or if it's needed to decrease the accuracy of display to 

make it clearer (for example, reducing the number of signs after a comma). 
 

 
 

Figure 53. Fields settings 
 

Step 5. Let's make clustering. 

On the basis of the data obtained as a result of the previous analysis we 

can assume that the enterprises can be grouped according to profitability level.  

During the setting of fields for clustering it is necessary to specify that 

an output field is profitability level as we assume that the enterprises vary first 

of all, by this variable. 

 

 
 

Figure 54. The processing wizard (variables choice) 
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Clustering can be carried out through specifying the necessary number of 

clusters, and having provided to be defined by the program automatically. 

 

 
 

Figure 55. The processing wizard (the choice of the clustering method) 

 

We choose a way of data demonstration. 

 

 
 

Figure 56. Data presentation settings 

 

As a result of the analysis we've got 3 clusters, where 67, 29 and 12 

enterprises are grouped respectively. 
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Figure 57. The resulting cluster (the first one) 

 

The first cluster includes the enterprises with low profitability, small and 

average number of the personnel. 

 

 
 

Figure 58. The resulting cluster (the second one) 

 

The second cluster consists of the enterprises with higher profitability, 

with an average number of the personnel. 
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Figure 59. The resulting cluster (the third one) 

 

The third cluster is made of the enterprises with high profitability and a 

big number of the personnel. The results of the clustering are adequate and 

correspond to common economic sense. 

Step 6. Let's make a decision tree. 

In order to identify the most significant signs of division of objects to 

clusters we'll construct a decision tree. However, it should be mentioned that 

the decision received as a result can be not unique. It is determined with 

characteristics of a randomly created learning session. We choose the 

algorithm a "decision tree" ("Дерево решений") in the Processing Wizard 

("Мастер обработки"). We mark the cluster number variable as an output field. 
 

 
 

Figure 60. The processing wizard (the choice of variables) 
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Figure 61. Decision tree dependencies (the hierarchy form) 
 

The decision tree shows the influence of material expenses and personnel 

cost on the distribution of enterprises in the clusters. 
 

 
 

Figure 62. Decision tree dependencies (the equation form) 
 

In order to check the assumption of dependency of enterprises distribution 

to clusters on the number of the personnel and material expenses, the second 

decision tree was constructed. 
 

 
 

Figure 63. Decision tree dependencies (the hierarchy form) 
 

 
 

Figure 64. Decision tree dependencies (the equation form) 
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However, the received decision trees aren't predictive enough and don't 

suit the research objectives. Therefore, let's construct a decision tree "manually". 

 

 

 

Figure 65. The choice of a decision tree method 

 

Interactive creation of a decision tree requires the usage of the "Break 

the Current Node into Subsites" ("Разбить текущий узел на подузлы") and 

"Construct a Tree, Starting with the Current Node" ("Построить дерево, 

начиная с текущего узла") buttons. The first button allows us to select the 

fields in which there is the division, the second one automatically builds a 

tree. 

 

 

 

Figure 66. The first step in the "manual" decision tree construction 

 

In order to subdivide the current node into subsites, one uses the manual 

splitting node ("Break the Current Node into Subsites" (Разбить текущий узел 

на подузлы) button). Let's try all the possible options of splitting. 
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Figure 67. Options of splitting on the personnel variable 

 

 
 

Figure 68. Options of splitting on the revenue variable 

 

 
 

Figure 69. Decision tree dependencies (the hierarchy form) 

 

After two splittings there are only two clusters from the three presented 

in the Consequences (Следствия) column which means it's necessary to 

improve the constructed tree as it doesn't reflect all the possible alternatives 

(clusters) and therefore it is of low quality at this stage. 
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Figure 70. Decision tree dependencies (the hierarchy form) 

 

After a set of improvements the resulting decision tree contains all the 

three clusters (an additional subdivision of the personnel number < 2019 and 

the invested capital < 89617; the basis of the division is the enterprise revenue). 

 

 
 

Figure 71. Decision tree dependencies (the equation form) 

 

Finally the received decision tree is full and constructed on the basis of the 

number of personnel, stockholder's equity (invested in production) and profitability. 

It corresponds to common (economic) sense and might be meaningfully explained. 

Step 7. Save the Deductor Studio file with all the models and the source 

(data) file. Make a report with all the economic explanations of the results and 

the summary. Submit your report and the related files. 

 

Practice 7 

Knowledge discovery in databases (KDD)  

and data mining on the individual industry data 

 

Key goals: 

to master the technology and algorithms of search of dependences on 

the real individual data by means of the Deductor Studio. 
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Step-by-step guide  

 

Step 1. Form a dataset. 

During practice 5 all the students searched and aggregated data on a 

specific industry, so they may be used for this task. All the data should be 

combined in one meaningful table. As far as all the data are about the 

industry dynamics, so the columns may contain the industry variables and the 

rows may have the country names. Another variant is variables placed in 

rows and the data period (i.e. by year) given in columns. 

Step 2. Cleanup the missing data. Save data in a proper format. 

The specific feature of the Deductor Studio (as well as the Longinom 

Studio) is creating a scenario of data processing, not saving the data 

themselves. So it is highly important to download the data in a proper format. 

Substitute all the missing values by zeros, delete all non-numerical values 

from the data part of the table (and substitute them by zeros if necessary). 

Due to working with the demo versions of the Deductor Studio (as well 

as the Longinom Studio), for educational purposes it is obligatory to save the 

data table in the .txt format.  

Step 3. Start the data mining software.  

Step 4. Download the data file, check all the values automatically. After 

checking that the data are displayed correctly, it is possible to pass to the 

following step. Define the data types. 

Step 5. Make a linear regression model on the assumption of the 

industry variables interdependencies. 

Step 6. Make a cluster model on the assumption of the industry 

variables interdependencies. 

Step 6. Make a decision tree on the assumption of the industry 

variables interdependencies. Don't use all the variables, only a few for the 

model to be meaningful. 

Step 7. Save the Deductor Studio (Longinom Studio) file with all the 

models and the source (data) file. Make a report with all the economic 

explanations of the results and the summary. Submit your report and the 

related files. 
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