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Introduction

The fundamental base in the mathematical training of economists and
managers is the academic discipline "Higher Mathematics" which is a norma-
tive discipline of the natural science series and the component of the struc-
tural logical scheme which is provided for Bachelor's educational professional
programme of speciality 056 "International Economic Relations" of all forms
of study.

The basic problems of teaching the academic discipline are giving stu-
dents knowledge of the basic parts of mathematical analysis, linear algebra,
probability theory and mathematical statistics; raising the level of the funda-
mental mathematical training of students with intensification of its applied
direction; mastering the fundamentals of mathematical analysis, linear algebra,
probability theory and mathematical statistics and application of this knowledge
to the economic investigations for solving economic problems; forming skills
in the application of the elements of mathematical analysis, linear algebra,
probability theory and mathematical statistics in investigations where higher
mathematics is applied as an instrument of investigation, and solving optimi-
zation economic problems for modelling economic processes and develop-
ments; acquiring the necessary theoretical and practical knowledge for
solving specific problems which are set in the process of forming economic
and mathematical models, and obtaining the required mathematical knowledge
for the study of other disciplines.



1. Description of the academic discipline

Name of indicators

Subject area;
speciality;
academic degree

Academic discipline
features

full-time form

distant form

of study of study

Number of credits:
5 for the full-time form;
6 for the distant form

Number of thematic
modules: 2

Total number of hours:
150 for the full-time form;
180 for the distant form

specialty 056
"International Economic
Relations"

Compulsory

Academic year

1st 1st
Term
1st 1st
Lectures
32 hours 16 hours

The number of hours per
week for the full-time form
of study:

in class: 4;

student's independent
work: 5

Academic degree:
bachelor

Practical studies

24 hours 12 hours

Laboratory studies

18 hours -
Independent work
84 hours 148 hours

Examination consultation

- 2 hours

Form of control:

Test Exam

2 hours 2 hours

Note. The ratio of the number of class hours to independent work is:
88 % for the full-time form of study;
19 % for the distant form of study.

4




2. The main purpose and tasks
of the academic discipline

The main purpose of teaching is to form future specialists’ basic
mathematical knowledge for solving theoretical and practical problems in
professional activity of a competent specialist in the sphere of international
economic relations, skills in analytical thinking and skills in using mathematical
knowledge for formation of real processes and developments, and for solving
economic problems.

The main tasks that should be carried out in the process of teaching
the discipline are:

giving students knowledge of the basic parts of mathematical analysis,
linear algebra, probability theory and mathematical statistics;

learning definitions, theorems, rules;

proving the main theorems;

mastering the fundamentals of the methodology of mathematical inves-
tigation of the applied economic problems;

independent broadening of knowledge, development of logical and
algorithmical thinking;

obtaining primary skills in independent learning of mathematical and
applied library sources by students.

The subject of the academic discipline "Higher Mathematics" is the
fundamentals of mathematical analysis, linear and vector algebra.

In the process of learning the academic discipline "Higher Mathematics"
a student receives analytic and investigatory competences which are neces-
sary for a modern economist in any sphere of his activity.

The syllabus of the academic discipline "Higher Mathematics" is com-
piled according to the statements of the field standard of the higher education
of the Ministry of Education and Science of Ukraine based on the Bachelor's
educational professional program of training, which is made by the Scientific
Methodical Committee of Economics and Enterprise of the Ministry of Education
and Science of Ukraine.

Students start studying the academic discipline "Higher Mathematics"
in the first term of the first year of studies.

In the process of learning students obtain the required theoretical
knowledge during lectures and acquire practical skills at the practical and
laboratory studies and during independent work and fulfillment of individual
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tasks. Independent and individual work of students has a great value in the
process of mastering material and consolidation of knowledge. All of these
types of studies were devised according to the statements of the Bolognese
Declaration.

As a result of studying the academic discipline a student must know:

the elements of the limits theory: the limit of a sequence and the limit
of a function; the limit of a function in a point, their equivalence; equivalent
functions, their applications to finding the limit of a ratio of functions;

the first and second noteworthy limits, the table of basic limits, finding
the limits of power-exponential functions;

the bases of limiting (marginal) analysis;

the differential calculus: a function of one variable and several variables;

ways to define a function and its illustration;

some special classes of functions; monotone, even and odd, convex
and concave, bounded and unbounded functions;

a continuity of a function at the same point;

one-sided continuity of a function of one variable at the same point,
necessary and sufficient conditions of continuity;

classification of points of discontinuity;

a differentiable function, its differential;

the derivative of a function of one variable, partial derivatives, a gradient
of a function of several variables;

the derivative of a function of several variables in the direction, its rela-
tionship with a gradient; the elasticity of a function;

higher-order derivatives and differentials, higher-order derivatives of some
elementary functions;

investigation of functions with the help of the differential calculus;

the notion of a differential of a function and its application to approxi-
mate calculation; the notion of an elasticity of a function;

the integral calculus: the notion of an antiderivative, indefinite and definite
integrals; methods of integration;

the Newton — Leibnitz formula; the notion of an improper integrals;

the elements of economic dynamics; the first-order ordinary differential
equation, the Cauchy problem;

the particular and general solutions; types of differential equations;

the higher-order differential equations and systems of differential equa-
tions;



solution of the second-order linear differential equations with constant
coefficients;

numerical series, necessary and sufficient conditions of a convergence
of numerical series with positive terms and alternating numerical series;
absolute and conditional convergence;

power series, the convergence radius and the interval of power series;
functional series, trigonometric Fourier series;

the bases of linear algebra: matrices and determinants, (facilities, pos-
sibilities), application to making a mathematical model of economic problems;

methods of solving the system with n linear algebraic equations with m
unknowns;

the conditions of compatibility of the system of linear algebraic
equations;

the notion of the basic solution;

the bases of vector algebra: the basis of space, linear dependence and
linear independence of vectors;

the notions of subspace, the linear vector space, a rank of finite systems
of vectors, rules of calculation;

the general notions of probability theory;

random persistent and impossible events; the notion of probability and
methods of its definition;

dependent and independent events and basic formulas of addition and
multiplication of probabilities for these events, formulas of total probability
and Bayes;

a trial by Bernoulli's scheme;

discrete and continuous random variables;

basic laws of the distribution of discrete and continuous random variables
and their basic numerical characteristics;

conditional laws of the distribution of probabilities of components of
a discrete two-dimensional random variable;

the definition of basic numerical characteristics of two-dimensional
random variable;

characteristics of the function of one random argument; limiting
theorems of probability theory;

the general notions of mathematical statistics;

the sampling method;



statistical distribution and its basic humerical characteristics;

statistical estimations of parameters of a population; requirements for
statistical estimations;

the notions of point and interval estimations and definition of their
accuracy;

the methods of parametric and nonparametric estimations of parameters;
statistical hypotheses and statistical criteria for checking them;

investigation of the form of correlation;

construction of a model of pair regression using the least-squares
method,

the methods for checking parameter significance of a model of pair
regression;

estimation of the adequacy of a model in whole;

be able to:

learn mathematical literature by oneself;

calculate the mean values;

carry out the operations with vectors, matrices, calculation of determinants;

solve the systems of linear equations;

investigate the forms and properties of straight lines and planes, second-
order curves and quadratic surfaces;

classify the functions, numerical sequences;

find the limit of power-exponential functions;

investigate the function with the help of differential calculus;

carry out the integral calculus;

carry out calculation of numerical and power series;

solve first-order and higher-order differential equations, systems of
differential equations;

form and use economic mathematical models;

broaden the knowledge, develop logical and algorithmic thinking by
oneself.

A modern tendency in higher education is a reorientation of students of
higher educational institutions from the process of education to a result, from
knowledge to skills, forming definite competences.

In the process of learning the academic discipline "Higher Mathematics"
a student receives analytic and investigatory competences which are
required for a modern economist in any sphere of his activity (Table 2.1).
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Table 2.1

Competences which are formed as a result of mastering
the academic discipline "Higher Mathematics"

The code
of compe-
tence

The name of
the competence

The components of the competence

1

2

3

AMI*1

Forming analytic thinking,
the ability to explain the
importance of complicated
expressions with the help
of mathematical symbols and
operations.

Development of the abilities
to solve problems with the
help of calculation of limits
and methods of differential
calculus using mathemati-
cal symbolic variables, i.e.
forming the initial skills in
economic modelling

A student must

1) be able to define the type of a function by
its analytic recording;

2) calculate derivatives of elementary and com-
posite functions and use the differential of
a function for approximate calculus;

5) investigate a function with the help of
differential calculus;

6) carry out the simplest calculations by an
optimization of production;

7) draw corresponding conclusions and in-
dependently analyze the obtained solution;

8) find partial and mixed derivatives of the
function of several variables,

9) be able to investigate the local extremum
of a function

AMI 2

Understanding a possibility
of using the integral calculus
for solving applied problems.
Forming skills in independent
formation of mathematical
models for a description of
different processes. Forming
the skill in independent work.
Analysis and understanding
of the importance of a rela-
tionship between the defi-
nite and indefinite integral

A student must

1) calculate definite and indefinite integrals;
2) be able to use definite integrals for inde-
pendent calculation of areas and volumes of
figures;

3) draw corresponding conclusions and inde-
pendently analyze the obtained results

AMI 3

Forming inclinations to inde-
pendent search of different
ways of solving problems
and understanding the ne-
cessity to use knowledge of
other themes (a function,
a derivative, an integral)

A student must

1) be able to calculate the type of a differential
equation, the method of further solving it
independently;

2) be able to use the knowledge for solving
the simplest economic problems
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Table 2.1 (continuation)

3

AMI 4

Forming the ability to do
analytic calculations

A student must

1) calculate the type of series;

2) be able to investigate the convergence of
series independently;

3) find the convergence radius of power series

AMI 5

Forming the ability to prove
independently the simplest
statements with the help
of elementary mathematical
knowledge. Forming skills
in the use of the instrument
of the matrix calculus for mo-
delling the simplest econo-
mical problems and situa-
tions. The ability to analyze
the results of calculations

A student must

1) know the basic proofs and theorems of the
theme;

2) give examples of using determinants, matrices
and systems of linear equations in economics;
3) be able to use the instrument of matrix al-
gebra for economic problems;

4) be able to model the simplest situations
with the help of knowledge of the theme

AMI 6

Forming analytic thinking,
the ability to explain the
importance of complicated
expressions with the help
of mathematical symbols
and operations

A student must be able to use vector algebra
for calculation of the simplest problems of
applied character (finding the area, the vol-
ume)

AMI 7

Using methods of probabil-
ity theory for a prognosis of
a probabilistic random events
and making graphic inter-
pretation of solutions of eco-
nomic problems with the help
of instruments of probability
theory

A student must

1) use basic definitions and theorems for cal-
culation of the probability of a random event;
2) define laws of distribution of discrete and
continuous (one-dimensional) random varia-
bles, calculate their basic numerical charac-
teristics, plot distribution functions;

3) find numerical characteristics of a function of
a discrete and continuous random argument;
4) use the concept of the theory of random
processes and the theory of queueing, the
theory of modelling economic processes

AMI 8

Identification of quantitative
characteristics of economic
processes with the help of
a sampling method

A student must

1) understand the relationship between the
instruments of the probability theory and ma-
thematical statistics, form a representative
sampling totality, plot a variational series and
estimate basic numerical characteristics of
a random variable using the results of inves-
tigation of a sample
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Table 2.1 (the end)

1 2 3

2) check the statistical hypothesis of correspon-
dence of properties of numerical characteristics
and the distribution law of a random variable
in a population and their estimations using
the results of investigation of a sample;

3) understand the possibilities and restriction
of using the instruments of mathematical sta-
tistics when solving real economic problems
A student must

1) understand the possibilities of using the
single-factor analysis of variance when checking
the existence of the difference between the
investigated samples;

2) distinguish the types of dependences be-
tween economic factors and define the essence
of correlation;

3) investigate the form of correlation and construct
a model of pair regression using the least-
squares method;

4) know the methods of checking the parameter
significance of a model of pair regression and
estimation of the adequacy of a model in whole

Using variance analysis for
investigation of economic
processes, using correlation
and regression analysis when
AMI 9 learning different economic
phenomena, understanding
the meaning of economic
values which form the model
of pair regression

*Note. Application of mathematical instruments (AMI)

The structure of professional competences to be formed according
to the National Scale of Qualifications of Ukraine is given in Appendix A.

3. The syllabus of the academic discipline

Thematic module 1
The elements of mathematical analysis and linear algebra

Theme 1. Limits of functions and continuity

1.1. Sets, functions, their classification.

Basic notions. Numerical sets. Operations with sets. Numerical intervals,
the neighborhood of a point. The notion of the function of one variable. Ways
to define the function. The domain of the definition and the range of values of
a function. A graph of a function. Basic elementary functions, their properties
and graphs. Classification of elementary functions.
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1.2. Numerical sequences and their limits.

The notion of a numerical sequence. Ways to define sequences. Arith-
metic operations with sequences. The limit of a sequence, its geometrical
meaning. Infinitesimals and infinitely large sequences, their properties. Basic
theorems for limits of sequences.

1.3. Limits of functions.

The definition of the limit of a function at a point, its geometrical meaning.
Infinite limits and limits if a limiting value approaches infinity. One-sided limits
at a point. Basic theorems for limits of functions. The notions of indeterminate
forms, their types. Methods of elimination of indeterminations. The first and
the second remarkable limits, their consequences. Equivalent infinitesimals.
Calculation of limits with the help of comparison of infinitesimals. Application
of limits to solving economic problems.

1.4. The continuity of functions.

The definition of the function continuity at a point and on an interval.
One-sided continuity. Continuity of elementary functions. Break points of
functions and their classification. Basic properties of continuous functions.

Theme 2. The differential calculus of the function of one variable

2.1. A derivative and a differential. Techniques of differentiation.

The definition of a derivative, its economic and geometric meanings.
The notion of differentiation of a function at a point. The relationship between
the differentiation and continuity of a function. A table of derivatives of basic
elementary functions.

Basic rules of differentiation. The theorem of a derivative of a compo-
site function. Calculation of a derivative of a parametric function. Differentia-
tion of implicit functions. The notion of a differential of a function, its geomet-
ric meaning and properties.

L'Hospital's rule for calculation of limits of functions.

2.2. Application of derivatives to the investigation of functions.

The condition of monotony of a function, finding local extremums of
a function. The greatest and the least values of a function on a segment.
Conditions of convexity and concavity of a graph of a function, finding inflec-
tion points. Vertical, horizontal and inclined asymptotes of a curve. A general
scheme of investigation of a one-variable function and a plot of its graph.

2.3. Application of a derivative to economics.

Marginal analysis. Elasticity of economic indicators.
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Theme 3. Analysis of the function of several variables

3.1. Basic notions.

The definition of a function of several variables. The domain of the defi-
nition of the function of two variables and its graph. Lines and surfaces of a
level. The continuity and the limit of the function of two variables.

3.2. Partial derivatives. A gradient and a directional derivative.

Partial derivatives of a function, its geometrical and economic meaning.
Partial derivatives and differentials of higher orders. The derivative of the
function of several variables. The gradient of the function and its properties.
The relationship between the gradient and level lines for the function of two
variables.

3.3. The extremum of the function of two variables.

Basic notions. A local extremum of the function of two variables, the
necessary and the sufficient conditions of an extremum. The greatest and the
least values of a function in a closed domain.

A conditional extremum of the function of two variables. Reducing
the problem of a conditional extremum of the function of two variables to the
problem of the local extremum of the function of one variable. The method
of Lagrange multipliers.

3.4. Application of the function of several variables to economics.

Application of the function of several variables to economic models:
production functions, the function of Cobb and Douglas, the expenditure
function, the demand function. Elasticity of the function of several variables.

Theme 4. The indefinite and definite integral

4.1. An antiderivative and an indefinite integral.

The notions of an antiderivative of a function and an indefinite integral.
Properties of an indefinite integral. The table of basic integrals. The concept
of integrals, which are not taken.

4.2. Basic methods of integration.

The method of direct integration. The method of a change of a variable
(a substitution) in an indefinite integral. The formula of integration by parts,
basic cases of using it.

4.3. The notion and properties of a definite integral.

The definition of a definite integral, its geometric meaning. The condi-
tions of integrability of a function. The properties of a definite integral and
application of the properties to calculation. The theorem of the mean value.
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4.4. Calculation of a definite integral.

The Newton — Leibnitz formula. Change of a variable (substitution) in
a definite integral. The formula of integration by parts for a definite integral.

4.5. Improper integrals of the first and the second kinds.

The notion of improper integrals with infinite limits of integration and
improper integrals of unbounded functions. Conditions of convergence of
improper integrals.

Theme 5. Differential equations

5.1. The basic notions of the theory of differential equations. Solving
the first-order differential equations.

The general notions of the theory of ordinary differential equations. The
first-order differential equations: basic definitions, the notions of general and
particular solutions. The Cauchy problem, the theorem of existence and
uniqueness of solution to it. Differential equations with separable variables,
homogeneous equations of the first order, linear differential equations of the
first order, Bernoulli's equation.

5.2. Differential equations of higher orders. Methods of solving the
second-order differential equation.

The basic notions and definitions, general and particular solutions, the
Cauchy problem. Differential equations of the second order. Equations, which
reduce the order, methods of integration. Linear differential equations of
the second order, the structure of a general solution. Homogeneous linear
differential equations of the second order with constant coefficients.

Theme 6. Series

6.1. Numerical series and their convergence.

The definition of series, its sums. Numerical series and its convergence.
The properties of convergent series. The necessary condition of convergence.
The harmonic series, its divergence. The generalized harmonic series. Sufficient
criteria of a convergence of series with positive terms: comparison criterion,
D'Alembert criterion, Cauchy's radical criterion and Maclaurin — Cauchy
integral criterion.

6.2. Alternating series and their convergence.

The notion of alternating series. Alternating numerical series. The sufficient
sign of convergence. Absolute and conditional convergences. The Leibnitz
criterion. Application of the Leibnitz theorem to finding an error of calculation
of a sum of series.

14



6.3. Functional series.
The notion of functional series. The radius and the convergence domain
of power series, formulas of calculation.

Theme 7. The elements of the theory of matrices and systems of
linear algebraic equations

7.1. Matrices.

The definition of a matrix, its types. Operations with matrices: addition,
multiplication of a matrix by a scalar, by a matrix. Transposition of a matrix.
Equivalent transformations of matrices. Examples of using matrices.

7.2. Determinants.

The definition of the determinant, the rules of calculation of determi-
nants of lower orders (schematic), higher orders (expansion by Laplace for-
mulas). Properties of determinants. Calculation of some special determinants
(triangular, diagonal, identity matrices).

7.3. The inverse matrix.

The notion of an inverse matrix, the properties of operation of a matrix
inversion. Calculation of an inverse matrix by definition (as a transposed matrix
of algebraic cofactors) and with the help of equivalent transformations of an
adjoined unit matrix. The definition of a rank of a matrix and methods of
definition.

7.4. Systems of linear algebraic equations.

The definition of the system of linear algebraic equations, the augmented
and matrix forms of entry. Definitions of a solution to linear algebraic equations.
The notion of consistent or inconsistent system of linear algebraic equations.
Determined or undetermined systems of linear algebraic equations.

7.5. Methods of solving systems of linear algebraic equations.

Solving the system of linear algebraic equations with the help of an
inverse matrix and Cramer's formulas. Kronecker — Capelli theorem. Investi-
gation of compatibility of the system of linear algebraic equations.

General, particular and support solutions to the system of n algebraic
equations with m unknowns. A fundamental system of solutions.

Solving the system of linear algebraic equations with the help of the
method of sequential elimination of unknowns (the Gauss method). Application
of the method to complete elimination of unknowns (the Gauss — Jordan
method) for solving the system of linear algebraic equations, its realization
with the help of tables.
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7.6. Homogeneous systems of linear algebraic equations.

The notion of a homogeneous system of linear algebraic equations. The
space of solutions to a homogeneous system, the relationship of its dimension
and the matrix rank. A fundamental system of solutions to a homogeneous
system of linear algebraic equations. Economic problems.

Theme 8. The elements of vector algebra

8.1. The basic notions of vector algebra.

Types of vectors, comparison of vectors. Linear operations with vectors
in the geometric and coordinate forms, properties of these operations. A scalar
product of vectors, its properties. An angle between vectors. Collinear vectors,
the condition of collinearity. Vector (cross) and mixed products of vectors and
their geometric meaning. Properties of vector and mixed products of vectors.
The condition of complanarity of vectors.

8.2. The elements of the theory of linear spaces.

The definition of the nth-dimensional vector and the nth-dimensional
vector (linear) space. Linear independence of vectors. The definitions and
main theorems of linear dependence and linear independence of linear space
elements. The basis of linear space. Coordinates of a vector in a given basis.
Transformation to other basis. Economic examples.

8.3. Eigenvectors.

Eigenvalues and eigenvectors of a matrix. A characteristic equation.
Methods of finding eigenvalues and eigenvectors for matrices of the second
and third orders. Economic examples.

8.4. Quadratic forms.

The notion of a quadratic form. The matrix of a quadratic form. Reducing
quadratic forms to a canonical form. The curves of the second-order on a
plane. A general equation of the second-order curve. Reducing the second-
order curve to a canonical form.

Thematic module 2
The elements of probability theory and mathematical statistics

Theme 9. Empirical and logical bases of probability theory
9.1. The subject and problems of the discipline.
The role of the discipline as a theoretical base of mathematical modelling
of economic processes and phenomena, which include possible risks.
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9.2. A probabilistic model of an experiment.

Sure (certain), random and impossible events. Rules of operations with
random events. The space of elementary events. The classical definition
and calculation of probability. Basic formulas of combinatorics. The statistical
definition of probability. The geometrical definition of probability.

9.3. Basic theorems of probability theory, their economic meaning.

Probabilistic space. Addition theorems of probabilities. Dependent and
independent events. Conditional probability. Joint (compatible) and disjoint
(incompatible) events. Multiplication theorems of probabilities. A complete
group of events. Complementary events. The probability of at least one event.
The probability that an event will occur at least once. The formula of total
probability. Bayes' formula (the theorem of hypothesis).

Theme 10. The scheme of independent trials

10.1. Bernoulli s formulas.

The scheme of repeated independent trials.

10.2. The local theorem of Moivre — Laplace.

Gauss function, its properties, application to approximate calculations
of the probability of occurrence of a random event a definite number times in
the series of independent trials.

10.3. The integral theorem of Moivre — Laplace. Poisson s theorem.

Laplace's function, its properties and application to approximate calcu-
lations of the probability that values of a random variable lie in a definite
interval. Poisson's theorem.

Theme 11. Random variables and their economic meaning

11.1. The definition of a random variable.

Discrete and continuous random variables. Distribution laws of proba-
bilities for a random variable and ways of finding them.

11.2. Basic numerical characteristics of a random variable.

Mathematical expectation, variance and root-mean-square deviation.
Properties of basic numerical characteristics. The function of distribution of
probabilities, its properties. Distribution density and its probable explanation.
A density function of the distribution of a random variable and its properties.

11.3. Additional numerical characteristics of distribution.

A mode, a median, an excess, initial and central theoretical moments of
an arbitrary order.
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11.4. Distribution laws of a discrete random variable.

Binomial distribution, geometrical distribution, hypergeometrical distribu-
tion. Specificities and properties of these distributions, their basic numerical
characteristics and the economic meaning.

Theme 12. Basic distribution laws of a continuous random variable

12.1. Distribution laws of a continuous random variable.

Uniform distribution, normal distribution and exponential distribution.
Properties of these distributions and their basic numerical characteristics.
The influence of parameters of distribution on the density function of proba-
bilities in the normal distribution law.

12.2. Student § distribution, Pearson § distribution and Fisher's distribution.

Specificities and properties of these distributions. The relationship of these
distributions and the normal distribution law of a continuous random variable.

Theme 13. Preprocessing of statistical data

13.1. Basic problems of mathematical statistics.

The sampling method. Definitions of a population and its sample.

13.2. The empirical distribution law.

Ways of presentation of sampling totalities and representation of the
results of observations. Discrete and interval variational series. A polygon
and a histogram. Basic sampling characteristics and their asymptotic behavior.

Theme 14. Statistical estimation of the distribution parameters

14.1. Statistical estimations of distribution parameters of a population
and their properties.

Unbiasedness, possibility and efficiency. Point estimations.

14.2. Interval estimations.

The confidence interval for mathematical expectation and the root mean
square deviation of a normal population.

Theme 15. Checking the statistical hypothesis

15.1. Basic notions of checking the statistical hypothesis.

Main and alternative statistical hypothesis. A statistical criterion (test).
Construction of critical domains for a statistical criterion (test). Errors of the
first and second kinds. The concept of power of a criterion (test).
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15.2. Checking the statistical hypothesis about defining the distribution
law for a population using the results of investigation of a sample.

The Pearson fitting test. The fitting test relative to frequencies.

15.3. Checking the statistical hypothesis about the equality of two
population means on the assumption of a normal distribution law.

Student's fitting test.

15.3. Comparison of variances.

The Fisher — Snedeker fitting test.

Theme 16. The elements of the theory of correlation and regression

16.1. Problems of correlation analysis.

The sampling coefficient of a correlation, its properties and the confidence
interval. A coefficient of determination. The correlation ratio, its properties.

16.2. Problems of regression analysis.

The correlation dependence. The correlation table. Empirical lines of
a regression. Estimation of parameters of a pair regression equation using
the least-squares method. The accuracy of the estimation.

Checking the significance of parameters of a pair regression equation.
The confidence interval for a line of a pair regression.

4. The structure of the academic discipline

From the very beginning of studying the academic discipline each student
has an opportunity to learn both the discipline syllabus and forms of organi-
zation of education, as well as the structure, contents and volume of each of
its educational modules, and all types of control and methods of the educa-
tional work assessment.

The educational process according to the syllabus of the academic
discipline "Higher Mathematics" is realized in such forms as: lectures, practical
and laboratory studies; fulfilment of students' independent work; control
activities.

A student's mastering of the academic discipline is carried out with the
help of consecutive and thorough learning of the educational modules. An
educational module is a relatively separate block of the given discipline, which
logically unites its educational elements by the content and interconnections.
The assessments of knowledge and skills obtained by a student while learning
the material of each module are effected in the final module control.

19



The thematic plan of the academic discipline consists of two thematic
modules (Table 4.1).

Table 4.1

The structure of the test credit of the academic discipline

The number of hours
the full-time form of study the distant form of study
which are allocated for which are allocated for
4 0
Names ¥ 35 ¥ 35
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and themes s |¢|[S|s|Eles|=|2|8|c|E|es
2 2|8 |8 |8|s<|2|8|8|S|c|8¢c
o |8 |8 |= |E S S| S |w |8
8|8 |2 L% 1|8 |2 L%
= ) E = ) E
2§ 2§
a a
1 2 3 4 5 6 7 8 9 |10 |11 (12| 13
Thematic module 1
The elements of mathematical analysis and linear algebra
Th 1. Limits of func-
.eme |m|.o.unc 8 5 5 | 4 1l 1 1 _ B 9
tions and continuity
Theme 2. The differen-
tial calculus of the func- | 8 2 2 - - 4 1 - - 9
tion of one variables
. 21 1
Theme 3. Analysis of
the function of several [ 8 2 2 - - 4 1 - - 9
variables
Theme 4. The indefinite
L 8 2 2 | - | - 4 11 | 1 1| -] - 9
and definite integral
Theme 5. Differential
. 8 2 2 - | - 4 1 — - 9
equations 20 1
Theme 6. Series 10 2 2 - - 6 1 - — 8
Theme 7. The elements
of the theory of maFnces 10 2 2 B B 5 11| 1 1 B B 9
and systems of linear
algebraic equations
Theme 8. The elements
10 2 2 2 - 4 11| 1 1 — - 9
of vector algebra
Total for module 1 70 |16 |16 | 2 - 36 | 85| 8 6 - - 71
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Table 4.1 (the end)

1 | 2 |3]4]|5|6]| 7 | 8]9|10][11]12] 13
Thematic module 2
The elements of probability theory and mathematical statistics

Theme 9. Empirical and
logical bases of pro-| 10 2 2 2 - 4 19 1 - 8
bability theory 1
Thgme 10. The scheme 8 5 3 5 3 4 1 3 8
of independent trials
Theme 11. Random va-
riables and their eco- | 10 2 2 2 - 4 11 ] 1 1 - 9
nomic meaning
Theme 12. Basic dis-
tribution laws of acon- | 8 2 - 2 - 4 11| 1 1 - 9
tinuous random variable
T.heme 13. .Pr_eproces- 12 5 5 5 3 5 1 3 8
sing of statistical data
Theme 14. Statistical 20 1
estimation of the dis- | 10 2 - 2 - 6 1 - 9
tribution parameters
Theme 15. Checking | 5 | 5 | 5 | 2 | | 6 [10] 1 | 1 N
the statistical hypothesis
Theme 16. The ele-
ments gf the theory of 10 5 5 3 5 101 1 1 3 8
correlation and regres-
sion
Total for module 2 80 |16 | 8 | 16 | - 40 | 81| 8 6 - 67
Z;z&aratlon for the 3 3 3 3 3 B 10| - B 3 10
Consultations for the 3 3 3 3 3 B 2 3 B ) 3
exam
Exam - - - - - - 2 - - 2 -
Total number ofhours | 150 | 32 | 24 | 18 | — 76 (180 16 | 12 4 | 148

5. The plan of the practical studies

5.1. The themes of the practical studies

A practical study is a form of educational studies at which the lecturer
organizes a detailed consideration of separate theoretical statements of the
academic discipline and forms the abilities and skills in their practical appli-
cation through students' individual accomplishment of the formulated tasks.

21



Conducting a practical study is based on the previously prepared ma-
terial, i.e. tests designed to assess the mastery of the required theoretical
statements, tasks of different complexity to be solved by students.

A practical study includes control of students' knowledge, abilities and
skills, formulation of a general problem by the lecturer and discussing it with
the students, solving control tasks, reviewing them, assessment.

The plan of the practical studies, their content and a bibliography for
each theme are given in Table 5.1.

Table 5.1
The plan of the practical studies
I::tE::Ztizf The themes of the practical studies The number | Recommended
(according to the modules) of hours reading
module
1 2 3 4
Theme 1. Calculation of limits of functions and
investigation of the continuity of functions. Main:
g 1. Limits of functions and their properties. 14— '8]
En 2. Types of indeterminations and methods 2 Ad’ditionai:
© for eliminating them. A Ao A
§ 3. The first remarkable limit. The table of [;f 211-;5 2177 22:;]
= equivalent infinitesimals. o
2 4. Investigation of the continuity of a function
o _g Theme 2. The differential calculus and app-
o 2 lication of the function of one variable.
5 Z 1. Techniques of differentiation.
E o 2. The differential and application of a function 2
2 .§ of one variable.
e g 3. Application of a derivative to the investi- Main:
é g gation of a function (14— '8]
g Theme 3. The function of several variables. A d’ ditionai:
- 1. Ca]culaﬂon of partlgl derivatives of the [14; 16: 17: 20;
% function of several variables. 21: 25: 27: 20]
S 2. The differential of the function of several o
GE) variables. 2
g 3. A gradient and a directional derivative.
- Level lines.
4. Investigation of the extremum of the function
of several variables
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Table 5.1 (continuation)

2

Theme 4. Calculation of indefinite and definite
integrals.

1. Direct integration. The method of change
of a variable (substitution) for calculation
of indefinite integrals.

2. The formula of integration by parts.

3. Calculation of definite integrals with the
help of the Newton — Leibnitz formula.

4. Methods of the change of a variable and
integration by parts for definite integrals

Theme 5. Solving differential equations.

1. Differential equations of the 1st order.

2. Finding a general and a particular solution
to a linear differential equation of the second
order with constant coefficients

Theme 6. Series.

1. Investigation of convergence of series
with positive terms.

2. Investigation of convergence of alternating
series. Absolute and conditional conver-
gences.

3. Power series and its convergence

Main:
[1; 4 -8].
Additional:

[14; 16; 17; 20;
21; 25; 27; 29]

Theme 7. The elements of the theory of matrices
and systems of linear algebraic equations.
1. Fulfillement of operations with matrices.
2. Calculation of determinants.

3. Investigation of compatibility and determi-
nacy of systems of linear algebraic equations.
4. Solving systems of linear algebraic equations
with the help of an inverse matrix, Cramer's
formulas and the Jordan — Gauss method

Theme 8. The elements of vector algebra.
1. A scalar product of vectors. Verifying co-
llinearity of vectors. A vector (cross) and a
mixed product of vectors, their properties
and geometrical meaning.

2. Verifying the linear independence of vectors.
3. Finding eigenvalues and eigenvectors of
matrices of the second order.

4. Investigation of the equation of the second
order curves

Main:
[1; 4 -8].
Additional:

[14; 16; 17; 20;
21; 25; 27; 29]
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Table 5.1 (the end)

1 2 3 4

Thematic module 2
The elements of probability theory and mathematical statistics

Theme 9. Empirical and logical bases of
probability theory.

1. Solving tasks using the classical definition
of the probability of a random event and
elements of combinatorics. 2
2. Calculation of conditional probability, using
the theorems of multiplication and addition
of probabilities, the total probability formula

. Main:
and Bayes' formula 29— 11- 13
Theme 11. Random variables and their [2: T J
economic meaning Additional:
: R : [15; 18; 19;
1. Plotting a distribution function. 5 22 — 26]

2. According to the definition, calculation of
basic and additional characteristics of a
random variable

Theme 13. Preprocessing of statistical data.
1. Construction of variational series, a polygon
and a histogram. 2
2. Calculation of basic numerical characteristics
of an empirical distribution

Theme 15. Checking the statistical hypothesis.

1. Checking the statistical hypothesis about
defining the distribution law for a population
using the results of investigation of a sample.
Pearson's fitting test. 2
2. Checking the statistical hypothesis about
the equality of two population means at an
assumption of a normal distribution law and
variances

5.2. Examples of typical tasks of a class written test
according to the themes

Thematic module 1
The elements of mathematical analysis and linear algebra

Written test No. 1

Theme 1. Limits of functions and continuity.
Theme 2. The differential calculus of the function of one variable.
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Theme 3. Analysis of the function of several variables.

Theme 4. The indefinite and definite integral.

Theme 5. Differential equations.

Theme 7. The elements of the theory of matrices and systems of
linear algebraic equations.

Theme 8. The elements of vector algebra.

Level 1.
1. Calculate the limits:

5x° +3x—1 . xarcsin 2x
3 5 b) Im ————.

a) lim 5
+9X° — X x—>0  tg“ 3x

X—00 2X

2. Find the derivatives:

a)y:xz-zx—%+%; b) y=sin/5-x.

3. Calculate the second order partial derivatives of the function:
z(x,y) = xIny+sinx—2+/3.
4. Investigate the extremum of the function of two variables:
_ay2 2
Z(X,y)=3x“+2y“+6x—-8y—1.

5. Find the indefinite integrals:

V5 - x?

T 1

6. Find the definite integrals: a) [(sinx+1)dx; b) jxezxdx.
0 0

7. Find the general solution to the differential equation:

a) j(i—%}jx; b) [2!7*dx; c) [(4—cosx)” sin xdx.

y'=x1-y?.
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8. Solve the Cauchy problem:
y"'—-8y'-9y=0, y(0)=1 y'(0)=-2.

9. Calculate the product of the matrices:

A (2 -1 40 L =3
=la & 4 o) B=|3 -4
2 -5

10. Solve the matrix equation:

SR

11. Find the matrix rank. Define the basic minor.

-2 0 8 1 -5
3 -1 7 2 4
-8 2 -6 -3 -13|
1 -3 13 5 17

Level 2.
1. Calculate the limits of the functions:
_ 2X%43x-2 43+ x%+3 . Sin X—sIn3x
a) lim 3 ; b) lim 2 35 © lim 5% :
x>-2  X°+8 x—0 X" +9X° — X x>0 e -1

2. Find the derivatives of the functions:

3 -

X X 2 1-sinXx
a)y= —7" -1 X+——\/§; b) v=1In .
)Y arccos X J Jx )Y \'1+sin x

3. The function Yy = x?—2x%—1is given. Find: a) the local extremums
and intervals of monotonicity; b) the greatest and least values on the inter-
val [0; 3]; C) the intervals of convexity and concavity of the graph of the func-

tion and the inflection points; d) the equation of a tangent line and a normal
at the point with the abscissa Xg =0.5.
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4. Investigate of the extremum of the function of two variables:
Z(x,y) = x5+ y2 —3X+4y+5.

5. Find the indefinite integrals:

xdx

+2x+10
6. Plot the figure, bounded by the given curves, and calculate its area:

a)jxsingdx; b)jx2

y=3x—x%, 5x-y-8=0.
7. Find the general solution to the differential equation:
Xy’ =y +2./xy.
8. Solve the Cauchy problem:
y'+6y' —-7y=5x+2, y(0)=-1, y'(0)=3.
9. Solve the system of linear algebraic equations using Cramer's formu-
las and the inverse matrix method:

X1 —2Xo + X3 =—2;

SX; +4Xy — X3 =0;

33Xy + Xo + X3 = 2.

10. Investigate the system of linear algebraic equations using the Kron-
ecker — Capelli theorem:

2X1 — X9 +4x3 —x4 =4,
X1 +3XZ +X3+2.X4 :6,
3x1 +XZ —4.X'3 —3.X4 =17.

If it is compatible, define the number of its general solutions, find one of
them and its corresponding basic solution. Is it a support solution?

11. The general equation of the curve on a plane is given as:
X2 +9y2 —-10x+18y-2=0.

Write a matrix of its quadratic form and reduce it to the canonical form
using Lagrange's method.
Define the type of the curve using its canonical equation and plot the
graph of this curve.
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Level 3.
1. Calculate the limits of the functions and check the result using
L'Hospital's rule:

4
. X7 =3x+2
a) lim . b) - - :
2
x—>15%% — X — 4 x—3SIN 6 —SIn 2X X—>00

7-x2
lim - 19x=2) . c)IHn(BX_zj |
3x+1

2. Investigate the continuity of functions, define the type of break points
and plot their graphs:

xa Xx<0

1
a) y=-arcsinx, 0<x<1; b) y=2%3,
1-x, x>1

2
X+ 2
3. Carry out investigation of the function y:(—lj and plot its
X_

graph. Find and draw the tangent and the normal at the inflection point of the
graph of the function.

4. The function is given as z = In(2x3 +3y4). Find the gradient and

the directional derivative if the direction da=(-3; 4) and the point
Mg =( —1) are given. Calculate elasticities E,(X), E,(y) according to

each argument at X =Yy =1. Draw conclusions.

5. Calculate the integrals:

2 e1n2 ~+00
X“dx : In“ x dx
a) | ; b) sz sin2xdx; ¢) [——dx; d) | .
6 2
X~ —=9 1 X XS +2x+10
6. Find the general solution to the differential equations:
> xe?* —2./x +1

0: b) y' =

a) Xy' -y — /X +y*

7. Solve the Cauchy problem:

a) Y +2xy = e , y(0)=1;
b) y'+6y' —-7y=5x+2, y(0)=-1 Vy'(0)=3.
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2

3t+4
(parts per hour), where 1 is a time segment from the beginning of the day.
a) Determine the number of parts produced by an employee over the
third working hour.
b) Find the mean value of the number of parts produced by an employee
during a working day (8 hours).
c) Make analysis of the obtained values in the problem.

8. Let the function of the productivity have the form: f(t) = +5

9. Find the fundamental set of solutions to the homogeneous system
of linear equations

2% + 2X9 —2X3 + X4 —3X5 =0;
3X] — X9 +2X3 —Xg +2X5 =0;
X| —3Xp + 4X3 —2X4 +5Xg5 = 0.

10. Solve the system of equations:

(— 4% — 2X9 — OXg — 4x4 —17x5=-9;
) 12X1 +6Xo + 33X3 + 24X4 + 68X5 =21,
16X1 + 8Xo + 42X5 + 24X4 +82X5 =34;"

4Xl + 2X2 + 9X3 + 8X4 + 20X5 =5.

\

11. Find the eigenvalues and eigenvectors of the matrix:

5 2 -3
A=|4 5 4|
6 4 -4

6. The themes of the laboratory studies

The educational plan provides conducting laboratory studies on the aca-
demic discipline "Higher Mathematics" in the first term.

A laboratory study is a form of study when a student under the direc-
tion of a lecturer fulfills a practical task with the help of PC-programming
(MS Excel). The plan of laboratory studies, their content and bibliography for
each theme are given in Table 6.1.
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The plan of themes of laboratory studies

Table 6.1

, Recommended
The theme name The syllabus questions Hours .
reading
1 2 3 4

Thematic module 1

The elements of mathematical analysis and linear algebra

Theme 1. The elements
of linear algebra in MS
Excel

Learning the built-in functions of MS
Excel. Using built-in functions for
solving a system of linear algebraic
equations of nxn by Cramer's for-
mulas and with the help of the inverse
matrix method and the Jordan -
Gauss method

Main:
[12].
Methodical
support:
[32]

Thematic module 2

The elements of probability theory and mathematical statistics

Theme 2. Empirical and
logical bases of proba-
bility theory

Using built-in functions for MS Excel
for calculation of probability of random
events with the help of theorems of
multiplication and addition of proba-
bilities. Using the total probability for-
mula (a priori probability) and Bayes'
formula (a posteriori probability)

Main:
[3].
Methodical
support:
[32]

Theme 3. The scheme
of independent trials

Calculation of probabilities for defi-
nite values p and N on the base of a
model of repeated trials according to
Bernuoulli's scheme. Limit theorems
of Moivre — Laplace (n — o) and
Poisson (p—wat N — o0)

Theme 4. Random vari-
ables and their economic
meaning

Calculation of basic and additional
numerical characteristics of a discrete
random variable by the definition
and with the help of built-in func-
tions of MS Excel. Construction of a
distribution law of a sum and a dif-
ference of random variables, calcu-
lation of their basic numerical charac-
teristics
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Table 6.1 (the end)

1

2

Theme 5. Basic distribu-
tion laws of a continu-
ous random variable

Calculation of numerical characteris-
tics of a continuous random varia-
ble, the function and density of dis-
tribution of a continuous random
variable and numerical characteris-
tics of uniform, exponential and
normal distribution laws

Theme 6. Preprocessing
of statistical data

Construction of a continuous statistic
series, presenting it with the help of
a histogram and a polygon

Theme 7. Statistical esti-
mation of parameters of
a distribution

Calculation of point and interval es-
timations of basic numerical charac-
teristics of a distribution with the
help of built-in functions of MS Excel

Theme 8. Checking the
statistical hypothesis

Using uniform, exponential and normal
distribution laws checking statistical
hypothesis relative to the correspon-
dence of the distribution law in a
population to a definite type

Theme 9. The elements
of the theory of correlation
and regression

Construction of an empirical equation
of a regression and a confidence
interval of a regression line with the
help of built-in functions of MS Excel

7.1. Forms of independent work

7. Independent work

Independent work is a scheduled educational and scientific work which
is carried out at a lecture under the methodical and scientific guidance of the
lecturer. It is a specific form of the educational activity, its main objective
is forming independence of a person.

Independent work is:

1) different forms of individual and group cognitive activity of students,
which are fulfilled by them during practical studies and in the extracurricular

time;

31




2) different types of educational tasks which are fulfilled under the
guidance of the lecturer;

3) a system of work organization when management of the educational
work of students is fulfilled in the absence of the lecturer and without his
direct assistance,

4) work of students which is carried out according to a specific individual
educational plan designed on the basis of taking into account individual
characteristics and cognitive possibilities of students.

The types of independent work and forms of control are given in
Table 7.1.

Table 7.1

Tasks for students' independent work and forms of control

The name of the The content of The Forms Recom-

. number | of control mended

theme students' independent work _
of hours of IWS reading
1 2 3 4 5
Thematic module 1
The elements of mathematical analysis and linear algebra
- . . Main:

Theme 1. Limits | Learning the lecture material. (1:4-8]
of fu_nct_ions and Prepgration for a practical study. 4 Homework A d’ ditional-
continuity Carrying out homework (17: 21: 2]
Theme 2. The dif-
ferential calculus
of the function Main:
of one variable. [1; 4 - 8].
Theme 3. Analysis Learning the lecture material Additional:
of the function of Preparation for a practical studyi [14; 16,17,
several variables. Carrying out homework and 22 Homework | 20; 21; 25;
Theme 4. The in- independent work 27; 29].
definite and the Methodical
definite integral. support:
Theme 5. Diffe- [30; 31]
rential equations.
Theme 6. Series
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Table 7.1 (continuation)

1 2 3 4 5
Homework.
Learning the lecture material. An inde-
Theme 7. The | Preparation for a practical study. pendent
elements of the | Carrying out homework and an test on
theory of matri- | independent work. themes
. 6 .
ces and systems | Preparation for the defence of a 1-7. Main:
of linear algebraic | competence oriented task. Awritten | [1;4-8].
equations Preparation for the test. teston | Additional:
Preparation for a colloquium themes | [14; 16; 17;
1-7 20; 21, 25;
27; 29].
Learning the lecture material. Hg;‘:;zk' Methodical
Preparation for a practical study tence support:
Theme 8. The ele- | and a laboratory work. oriented [30; 31]
ments of vector | Carrying out homework. 4 task.
algebra Preparation for the defence of a .
competence oriented task. Colloguium
. . on themes
Preparation for a colloquium 1-8
Total for thematic module 1 36 - -
Thematic module 2
The elements of probability theory and mathematical statistics
Theme 9. Empi-
rical and logical
bases of proba-
bility theory. Main:
Theme 10. The [2;9-11;
scheme of inde- | Learning the lecture material. 13].
pendent trials. Preparation for a practical study Additional:
Theme 11. Ran- | and laboratory work. 16 Homework | [15; 18; 19;
dom variables and | Carrying out homework and in- 22 — 26].
their economic | dependent work Methodical
meaning. support
Theme 12. Basic [30; 31]

distribution laws
of a continuous
random variable
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Table 7.1 (the end)

1 2 3 4 5
Theme 13. Pre- | Learning the lecture material.
processing of sta- | Preparation for a practical study Homework.
tistical data. and laboratory work. Compe-
Theme 14. Sta- | Carrying out homework and in- 12 tence
tistical estimation | dependent work. oriented
of the distribution | Preparation for the defence of a task _
parameters competence oriented task Main:
[2;9-11;
Homework. 13].
Learning the lecture material. Pre- Aninde- | Additional:
Theme 15. Che- | paration for practical studies and pendent [15; 18;
cking the statis- | laboratory work. Carrying out home- 6 test and 19; 22 —
tical hypothesis | work and independent work. Pre- a written test 26].
paration for a written test on themes | Methodical
9-15 support:
[30; 31]
. . A colloguium
Theme 16. The | Learning the lecture material.
, on themes
elements of the | Preparation for a laboratory study. 916
theory of corre- | Preparation for a colloquium. 6 Inde enae
lation and regre- | Preparation for presentation of P .
. . . nt creative
ssion the independent creative work
work
Total for thematic module 2 40 - -
Total sum for modules 76 - -

The educational time which is intended for full-time students' independent
work is defined according to the educational plan and makes 55 % (84 hours)
out of the total educational time for learning the discipline.

For students of the distant form of education this time equals 80 %
(148 hours) out of the total educational time for learning the discipline.

During independent work a student becomes an active participant in the
educational process, learns to master conscientiously theoretical and practical
knowledge, orientate easily in the information space, has to take responsi-
bility for the quality of his own professional training.
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7.2. Examples of practical tasks for independent work

Thematic module 1
The elements of mathematical analysis and linear algebra

Theme 1. Limits of functions and continuity

1. Calculate the limits of the sequences:

2 2 2 12 n ., gn

. (" +2)"=(n" -1 . 2" 45

a)llm( - ) o) lim o ——-
n—oo (n+2)(n+93) n>wo2 —5

2. Calculate the limits of the functions:

. 4x% —x -3 . x4 —16
a) lim————: b) lim —— :
x->1 X° -1 x—>22X° —6X—4
. 3x4 +4x% - 2x ] 3tg? x
Q) lim ————5—— d) lim —s——.
x—w HBX" =X +1 x—>0 C0S2X —1

3. Investigate the continuity of the function:

5 , —3X, x<0
a) y = X =X +3x-1, b) y={e*-1 0<x<l1;
x> —2x+1 1 (51
X+6
c)y= > )
X® -4

Theme 2. The differential calculus of the function of one variable
1. Calculate the derivatives of the given functions:

a)y=xsinx—|g—x+2e; b)y:Incoszx;
X+1
¢) y =arcsin,|—— +arctgy/x d) y = (x? +3x—4)'%;
x+1
2 2 _ _ .y = tal
e) y —Inx=x7Iny; fy x=log,t; y=te".
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2. Calculate the limits with the help of L'Hospital's rule:

e*—e”” Iog4x

a) lim — b) lim
x—0SIN X—XCOS X’ oo XS =1

3. Write the equation of a tangent and a normal of the graph of the

function y = at the point Xp =0.

X% +1

4. Find the monotonicity intervals and local extremums of the function
y =X+ 2JX.

5. Find the intervals of a concavity (convexity) and inflection points of

the graph of the function y = X\ +7x+1.

Theme 3. Analysis of the function of several variables

1. Find the partial derivatives of the first order for the given functions:
Inx

a) z(x,y) =y sinx+e*—5y++2: b) z(x,y) =y

c) z(x,y) = ctg(2x +3y); d) u(x,y,z) =arctg (%) +x2°.

2. Calculate the gradient and the directional derivative for

1

=(—1;2;2) at the point I\/I=(4; 2; 1) for the function

u(x,y,z) =3x>y +./xz .

3. Investigate the extremum of the function

Z(Xx,Y) = 9x° +2y2 -12y +5.

Theme 4. The indefinite and definite integral
1. Calculate the indefinite integrals:

1 . 2 1
——+2 dx ; b) [| = — dx;
X J(\/FJF sme ! )I(xf’ 4+x2j ”
¢) [/3x+7 dx; d) [(5x+1)° dx;
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eXdx

e) [sinx(4+cosx)’ dx; f | "
X411
9) | 2d a , hy [x%e™ dx;
\/(1— X“)arccosx
i) [(2x—3)Inxdx; ) szarctgxdx.

2. Calculate the definite integrals:

2 [a-70d; b ?[Zx— L Zjdx;
1 9-x

-1

‘j‘ ) 712 sinxdx
o VX 0 COs’X—9
3 0
e) [logs xdx; f) [(@—x)sinzxdx.
1 1

3. Calculate the improper integrals or prove their divergence:

-1 dx b J’ 2
a ; : c) | —.
) _J;O(X—Z)Z _oox +A4X+5 )(I) x—1

Theme 5. Differential equations
1. Find a general solution to the differential equation of the first order:

' 2X—-Y. 2 y

a)y'=e b) Xy’ =y + Xxsin c) Y + yctgx =sin X.

2. Solve the Cauchy problem:
a)y'=2"sin’y, y®=7, b y-"=3-Vx y0)=-1

3. Find a general solution to the differential equation of the second order:

a) Y'=e X +6x; b) y'-12y'+36y=0; c) y' -4y +8y=0.
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Theme 6. Series
1. Prove the convergence or divergence of the series:

1 1 2
a) —+—+..+ +...; b)l+—+..+ +.
21 3 (2n +1) 3 2n-1
Cc s :
) n=12" )nzl 2n+1
2. Find the convergence intervals of the power series:
2 n
a) x—X?+...+(—1)”+1X—+...;. b) 1+3x+...+ (=3 x" 1 +..;
n
G X"

c)i+ Fot———+....
1.2 2-3 n-(n+1)

Theme 7. The elements of the theory of matrices and systems of
linear algebraic equations

1. Calculate the value of the expression 3A% —2A+5E, where

1 -2 3
A=|2 -4 1|
3 -5 2
1 2 3 4
_ -1 0 -1 2
2. Calculate the determinant: .
1 3 1 -1
2 1 6 O

3. Find the value A if the matrix A does not have the inverse matrix:

A 4 1
A=l2 5 -1|.
0 4 1
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4. Using elementary row operations find the matrix which is inverse for
the given matrix

11 1 1
1 2 3 4
A= .
1 3 6 10
1 4 10 20
1 3 5 -1
: . 12 -1 -3 4
5. Find the rank and the basic minor of the matrix:
5 1 -1 7
7 7 9 1

6. Solve the system with the help of Cramer's method and the inverse
matrix method:

—2x; +3x, —3x3 = —5.
3x; —4x, +5x5 =10

7. Solve the matrix equation:

5 3 1 -8 3 0
X1 -3 -2|=5-5 9 0.
-5 2 1 -2 15 0

8. Investigate the compatibility, find a general solution to the system of
equations and one particular solution.

(X, + Xy + Xg + X4 +Xs =7
3X; +2Xy + X3 + X4 —3Xg =— 2
Xy +2X5 +2X, +6Xs = 23
15Xy +4X, +3X3 +3X4 — X5 =12
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Theme 8. The elements of vector algebra

1. The angle between a and b equals 120°, their modules \Z\ =3 and

‘B‘=4. Calculate 5-5, (&—B)Z.

2. Find the value A if vectors a+\b and ¢ are collinear.
a=(23),b=(35), c=(-1 3).

c:

3. Check the complanarity of vectors 5, b and
a=(2;31), b=(-10,-1), c=(222).

1 3 0

4. Check that vectors a_lz 2 |; a_2: -11; az 1 | form the basis, and
0 1 1
1

find coordinates of the vector b=| 1| into this basis.

1

5. Check linear dependence or independence of the vectors:
a,=(4,-52,6), a,=(2-21,3), a,=(6,—33,9), a, =(4,-15;6).

6. Find eigenvectors and eigenvalues of the matrix:

1 2 -2
A=(1 0 3
1 3 O

7. Check the determinacy of the quadratic form:
Xi + X5 +3X5 + 4% Xy + 2X; X3 + BX, Xs.

8. Indicate the type of the second order curve and reduce this equation
to a canonical form:

Ax% +3y? —8x+12y—32=0.

9. Using the orthogonal transformation reduce this equation to a canonical
form:

7x% +16xy — 23y? —14x 16y —218 = 0.
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Thematic module 2
The elements of probability theory and mathematical statistics

Theme 9. Empirical and logical bases of probability theory

1. One digit is randomly chosen from 1 to 9. What is the probability that
the chosen number is: 1) even,; 2) odd; 3) prime; 4) greater than 7; 5) less
than 4; 6) composite; 7) even or prime; 8) odd or prime; 9) composite or even;
10) composite or odd; 11) composite or prime; 12) composite and prime.

2. Three students are going to take an exam. The probability that the
first student will pass it equals 0.6; for the second and third ones it is 0.7 and
0.75 respectively. What is the probability that

a) all of the three students will pass the exam;

b) the first student will only do it;

c) the second and the third ones will only do it;

d) one student will do it;

e) no student will do it;

f) at least one student will do it?

3. Three machines produce the same type of product at a factory. The
first one gives 200 articles, the second one makes 300 articles and the third
one produces 500 articles. It is known that the first machine produces 1 % of
defective articles, the second one does 2 %, the third one does 4 %.

a) What is the probability that the article selected randomly from the total
products will be defective?

b) It is known that the selected article is defective. What is the probability
that this article was made by the second machine?

Theme 10. The scheme of independent trials
Theme 11. Random variables and their economic meaning
Theme 12. Basic distribution laws of a continuous random variable
1. The probability of hitting the target with 1 shot equals 0.6. Find the
probability of the following events:
a) with 12 shots the target will be hit 7 times;
b) with 15 shots the target will be hit from 5 to 8 times;
c) with 200 shots the target will be hit
1) 120 times;
2) from 90 to 110 times;
3) no less than 111 and no more than 130 times;
4) no more than 110 times;
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5) no less than 115 times;

d) find the most probable number of hitting the target with 1 shot out of
12 shots and the probability of the most probable number;

e) find the most probable number of hitting the target with 1 shot out of
200 shots and the probability of the most probable number.

2. The probability of the birth of a boy is equal to 0.51. Make up the distribu-
tion law of a number of newborn boys out of 10 newborns. Find the probability
that among 10 newborns there will be from 3 to 7 boys. Calculate M (X), D(X)

and o(X). Find the distribution function of the random variable X .
3. There is a random variable X :

a) | Xi | 5 |10 15 | 20 | xi|o|1]|2]|3]4
pi |02]03|04]0.1 pi | 0.10.25/0.35| 0.2

A x|-1|1 3|5 |7 |dD|x|1|2]3]|4]|F5
p; 10.10(0.19(0.31|0.25/0.15 pi |02] ? [01]03]0.1

Draw a distribution polygon. Calculate M (X), D(X) and o(X). Find

the distribution function of the random variable X .
4. The parameters a,b of the uniform law of distribution are given:

a=2and b=6.

Find: a) functions f(x) and F(X); b) the mathematical expectation
M (X), the variance D(X) and the root-mean-square deviation o(X);
c) P(0< X <3).

5. The probability density function of the exponential law of distribution

£ (0 0, x<0
X) = is given.
0.05.¢700% x>0

Find: a) the function F(x); b) the mathematical expectation M (X), the
variance D(X) and the root-mean-square deviation o(X);c) P(2 < X <10).

6. The probability density function of the normal law of distribution

1 _w

f(x)= e 8 isgiven.
) 227 )
Find F(X), calculate M(X), D(X) and P(L1< X <7).
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7. A man's height is distributed by the normal law. The mathematical
expectation of a normal random variable X equals 170 centimeters, the root-
mean-square deviation equals 5 centimeters.

Find the probability that the men' height will be

a) less than 160 centimeters;

b) greater than 180 centimeters;

c) from 160 to 175 centimeters.

Theme 13. Preprocessing of statistical data
Theme 14. Statistical estimation of the distribution parameters
Theme 15. Checking the statistical hypothesis

1. A random variable X has a sample of 40 elements: 10, 13, 10, 9, 9,
12,12,6,7,9,8,9, 11,9, 14, 13, 9, §, 8, 7, 10, 10, 11, 11, 11, 12,8, 7, 9,
10, 14, 13, 8, 8, 9, 10, 11, 11, 12, 12.

1) Construct a discrete statistic series for this sample, plot a polygon of
relative frequencies and F(X);

2) calculate Xg, S,,R,V, A, Eq;
3) find M, and M.

2. Plot a polygon, a cumulative function, a histogram of relative fre-
guencies for this series.

Xi — Xi11

10 -15

15-20

20 -25

25-30

30-35

m;

5

15

20

35

25

Find the empirical distribution function and plot its graph. Find
X, Sy, RV, A Eq, M, and M.
3. The interval statistical series of x. of a number of defective articles is

given:

15-20({20-25(25-30
10 8 4

Xi — Xi,q 10 — 15

m, 2 6

Construct the confidence intervals for )_cpop and S o, With the confidence
probability » =0.9, 0.93, 0.95, 0.99 and 0.999.
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4. Using ;(2 test and Romanovskiy's test for goodness of fit check
the assumption about the normal distribution of the population if there are
empirical (m.) and theoretical (M.) frequencies.

m. 6

m, 3

13
14

38
42

74
82

106
99

85
76

30
37

14
13

Theme 16. The elements of the theory of correlation and regression
1. The results of the values of a two-dimensional random variable are
given as the correlation table.

X 1 2 3 4 5
Y
4 2 3
6 4 10 1
8 3 12 4
10 3 6 2

1. Calculate numerical characteristics.

2. Construct the theoretical regression line for this dependence.
3. Calculate the correlation coefficient.

4. Make analysis of the obtained values.

2. The dependence between the variables X and y was obtained with
the help of experiment and presented by the table:

) X 15|30 |45 |60 | 75| 9.0 |105
Y [14.0|24.0|33.0|37.0|46.0|51.0|63.0

b) X 1203540 |55|70|85 |90
Y 10 | 21 | 25 | 33 | 41 | 51 | 63

Form a regression line for this dependence. Make analysis of the
obtained value.
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7.3. Questions for self-assessment

Thematic module 1
The elements of mathematical analysis and linear algebra

Theme 1. Limits of functions and continuity
Numerical sets and operations with them.
The neighborhood of a point.
The definition of the function of one variable.
The domain of the definition and the range of values of a function.
Properties of a function.
The notion of the inverse function.
A superposition of functions.
A numerical sequence.
The definition of the limit of a sequence.
. Infinitesimals and infinitely large values.
. The definition of the limit of a function.
. One-sided limits.
. The first remarkable limit.
. The second remarkable limit.
. The definition of the function continuity at a point.
. Classification of breaks.
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Theme 2. The differential calculus of the function of one variable
1. The definition of a derivative.
A table of derivatives.
Rules of calculation of derivatives.
Derivatives of higher orders.
The definition of a differential.
Differentials of higher orders.
The main theorems of differential calculus.
L'Hospital rule.
. The condition of the monotony of a function.
10. The maximum and the minimum of a function.
11. Convexity and concavity of the graph of a function.
12. Inflection points.
13. Asymptotes of the graph of a function.
45
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14. Marginal analysis.
15. Elasticity of economic indicators.
16. The economic meaning of Fermat's theorem.

Theme 3. Analysis of the function of several variables
Functions of two variables.
The domain of their definition.
Partial derivatives. Mixed derivatives.
The differential.
The necessary conditions of the function of two variables.
The sufficient conditions of the extremum of the function of two variables.
The notion of the conditional extremum.
The method of Lagrange factors.
. The least-squares method.
10. The function of several variables in the problems of economics (the
utility function, the expenditure function, the multifactor production function
of Cobb and Douglas).

© o NGk wNPE

Theme 4. The indefinite and the definite integral

An antiderivative.
An indefinite integral.
A table of basic integrals.
Direct integration.
A change of the variable in an indefinite integral.
Integration by parts.
Integration of rational fractions.

8. Integration of irrational expressions and expressions which have
trigonometric functions.

9. The notion of the definite integral.

10. Integral sums.

11. Properties of the definite integral.

12.The Newton — Leibnitz formula.

13. A change of the variable in a definite integral.

14. Integration by parts.

15. The notion of an improper integral.

16. The conditions of the convergence of improper integrals.

17.The Euler — Poisson integral.
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18.
19.
20.

21
22

© 0N OhRWDNE

10.
11

Calculation of areas, volumes of the solid of revolution.
Calculation of the arc lengths of curves.
Formulas of rectangles, trapezoids, Simpson.

. The volume of efficient production.
.A consumer surplus.
23.

The Lorenz curve.

Theme 5. Differential equations
The notion of the differential equation.
The order of the differential equation.
Differential equations of the first order.
A general solution and a general integral of a differential equation.
Initial conditions.
A particular solution and a particular integral.
The differential equation of the first order with separable variables.
Homogeneous equations of the first order.
. Linear differential equations of the first order.
Differential equations of Bernoulli.

.The second-order linear differential equations with constant coefficients.
12.
13.

Homogeneous and inhomogeneous differential equations.
The notion of linearly independent solutions of a homogeneous diffe-

rential equation of the second order.

14.

The structure of a general solution of an inhomogeneous differential

equation of the second order.

15.

Linear inhomogeneous differential equations of the second order

with the right parts of a special form.

16.
17.
18.
19.
20.
21.

1.
2.
3.

The notion of the differential equation.

The notion of the system of differential equations.
The notion of the equilibrium of a solution.

The Solow model.

The model of a natural increasing output.

The dynamics of market prices.

Theme 6. Series
Numerical series.
Partial sums of series.
The necessary condition of the series convergence.
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series.

17.

Series with positive terms.

The theorem of comparison of series.
D'Alembert criterion.

Cauchy's criterion.

The Maclaurin — Cauchy integral criterion.
The notion of alternating series.

. Absolute and conditional convergence of series.
. The Leibnitz theorem.

. Power series.

. The convergence radius of power series.

. Differentiation and integration of power series.

. The Taylor and Maclaurin series.

16.

Decomposition of elementary functions in the Taylor and Maclaurin

Application of power series to an approximate calculus.

Theme 7. The elements of the theory of matrices and systems

“390.\‘.@.(7‘.#9’!\’!4

of linear algebraic equations
The definition of a matrix.
Types of matrices (square, triangular, diagonal, unit).
Basic operations with matrices.
Properties of these operations.
Transposition of a matrix.
The notion of an inverse matrix.
The definition of the determinant.
The rule of the triangle (Sarrus' rule).
. The rules of the calculation of determinants of lower orders (sche-

matic) and higher orders (expansion by Laplace formulas).

10.
11.

The properties of determinants.
Calculation of some special determinants (triangular, diagonal,

identity matrices, the Vandermonde matrix).

12.

Calculation of an inverse matrix with the help of determinants

(algebraic cofactors).

13.
14.
15.
16.

An inverse matrix.
The matrix rank and ways to define it.
The definition of the system of linear algebraic equations.
An augmented matrix.
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17. The definition of a solution.

18. A consistent or inconsistent system.

19. A determined or undetermined system.

20. The inverse matrix method of solving square systems of linear
algebraic equations.

21. The Cramer method of solving square systems of linear algebraic
equations.

22. The Gauss - Jordan method of sequential exclusion of unknowns
for solving systems of linear algebraic equations.

23. The notion of the matrix rank.

24. Calculation of the matrix rank.

25. The Kronecker — Capelli theorem.

26. Particular and general solutions of a system of linear algebraic
equations.

27. A homogeneous system of linear algebraic equations.

28. The space of solutions of a homogeneous system.

29. A fundamental system of solutions of a homogeneous system
of linear algebraic equations.

Theme 8. The elements of vector algebra
The definition of a vector.
The definition of a point.
Linear operations with vectors in coordinates.
Coordinates of the point of division of a segment.
Coordinates of the vector which is given by two points.
A scalar product.
Properties of a scalar product of two vectors.
Expression of a scalar product through coordinates.
. A cross product of two vectors.
10. Properties of a cross product.
11.Expression of a cross product through coordinates.
12. A mixed product of three vectors, its properties.
13. Expression of a mixed product through coordinates of vectors-factors.
14.The definition of linear space.
15.The basis of linear space.
16. The notion of subspace.
17.The notion of linear vector space.
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18. The rank of the finite systems of vectors, the rules of calculation.
19. The definition of the eigenvalue of a matrix.

20. The definition of the eigenvector of a matrix.

21. A characteristic equation.

22.The notion of a quadratic form.

23. The conditions of determinacy of quadratic forms.

24. The matrix of a quadratic form.

25. A canonical form.

26. Reducing quadratic forms to a canonical form.

27. A general equation of the second-order curve.

28. Reducing the second-order curve to a canonical form.
29. A parabola.

30. An ellipse.

31. A hyperbola.

Thematic module 2
The elements of probability theory and mathematical statistics

Theme 9. Empirical and logical bases of probability theory
The subject of this discipline.

A probabilistic model of an experiment.

Sure (certain) events.

Random events.

Impossible events.

Rules of operations with random events.

The space of elementary events.

The classical definition of probability and its calculation.
. Basic formulas of combinatorics.

10. The statistical definition of probability.

11. Axiomatics of Kolmogorov.

12. The geometrical definition of probability.

13. The Venn - Euler diagram.

© 0o N O WDNDE

Theme 10. The scheme of independent trials
1. Probabilistic space.
2. Addition theorems of probabilities.
3. Dependent and independent events.

50



4. Conditional probability.

5. Joint (compatible) and disjoint (incompatible) events.
6. Multiplication theorems of probabilities.

7. A complete group of events.

8. Complementary events.

9. The probability of at least one event.

10. The probability that an event will occur at least once.
11. The formula of total probability.

12. Bayes' formula (the theorem of hypothesis).

Theme 11. Random variables and their economic meaning

1. A scheme of repeated independent trials.

2. Bernoulli's formulas.

3. The local theorem of Moivre — Laplace.

4. Gauss's function, its properties.

5. Application of the probability of occurrence of a random event a definite
number times in a series of independent trials to approximate calculations.

6. The integral theorem of Moivre — Laplace.

7. Laplace's function, its properties.

8. Application of the probability that values of a random variable lie in
a definite interval to approximate calculations.

9. Poisson's theorem.

Theme 12. Basic distribution laws of a continuous random variable

1. The definition of a random variable.

2. Discrete and continuous random variables.

3. Distribution laws of probabilities for a random variable and ways of
finding them (tabular, graphic and analytical).

4. The distribution function of probabilities, its properties.

5. Basic numerical characteristics of a random variable.

6. Mathematical expectation.

7. A variance.

8. A root-mean-square deviation.

9. Properties of basic numerical characteristics.

10. Additional numerical characteristics of a distribution: a mode, a median,
an excess.

11. Initial and central theoretical moments of an arbitrary order.
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12. Calculation of numerical characteristics of a distribution of a random
variable using its theoretical moments.

13. The definition of a continuous random variable.

14. The distribution density and its probable explanation.

15. The density function of the distribution of a random variable and its
properties.

16. Distribution laws of a discrete random variable, which are often used
in social and economic phenomena.

17. A binomial distribution.

18. A geometrical distribution.

19. A hypergeometrical distribution.

20. Specificities and properties of these distributions, their basic numerical
characteristics and the economic meaning.

21. A flow of events.

22. The simplest flow of events and its properties.

23. Distribution laws of a continuous random variable, which are often
used in social and economic phenomena.

24. A uniform distribution.

25. A normal distribution.

26. An exponential distribution.

27. Properties of these distributions and their basic numerical charac-
teristics.

28. The influence of parameters of a distribution on the density function
of probabilities in a normal distribution law.

29. Student's distribution.

30. Pearson's distribution.

31. Fisher's distribution.

32. Specificities and properties of these distributions.

33. The relationship of these distributions and the normal distribution
law of a continuous random variable.

Theme 13. Preprocessing of statistical data
1. Basic problems of mathematical statistics.
2. The sampling method.
3. Definitions of a population and its sample.
4. The empirical distribution law.
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5. Ways of presentation of sampling totalities and representation of the
results of observations.

6. Discrete and interval variational series.

7. A polygon and a histogram.

8. Basic sampling characteristics and their asymptotic behavior.

Theme 14. Statistical estimation of the distribution parameters

1. Statistical estimations of the distribution parameters of a population
and their properties: unbiasedness, possibility and efficiency.

2. Asymptotic efficiency of maximally plausible estimations.

3. The method of moments.

4. Point and interval estimations.

5. The confidence interval for mathematical expectation of a normal
population.

Theme 15. Checking the statistical hypothesis

. Main and alternative statistical hypothesis.
. A statistical test.
. Construction of critical domains for a statistical test.
. Errors of the first kind.
. Errors of the second kind.
. The concept of power of a test.

7. Checking the statistical hypothesis about defining the distribution law
for a population using the results of investigation of a sample.

8. Pearson and Kolmogorov fitting tests.

9. The fitting test relative to a frequency.

10. Checking the statistical hypothesis about the equality of two population
means in the assumption of a normal distribution law.

11. Student's fitting test.

12. Comparison of variances.

13. The Fisher — Snedeker fitting test.

14. Checking the hypothesis about the equality of a sampling mean and
mathematical expectation.

O 01~ WDN PP

Theme 16. The elements of the theory of correlation and regression
1. Problems of correlation analysis.
2. The sampling coefficient of a correlation, its properties.
3. The confidence interval.
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4. The coefficient of determination.

5. The correlation ratio, its properties.

6. Problems of regression analysis.

7. The correlation dependence.

8. The correlation table.

9. Empirical lines of a regression.

10. Estimation of parameters of a pair regression equation using the
least-squares method.

11. Point estimations.

12. Checking the significance of parameters of a pair regression equation.

13. The confidence interval for a line of a pair regression.

14. The simplest cases of a nonlinear regression.

15. The concept of a multiple regression.

7.4. The independent test

7.4.1. Basic requirements for carrying out the independent test

The purpose of carrying out an independent test is the formation of
students' practical skills in the use of theoretical knowledge of the academic
discipline "Higher Mathematics" for solving economic problems and optimal
decision making, obtaining skills in economic mathematical analysis and
modelling for finding and explanation of the most effective solutions, as well
as using the methods of quantitative and qualitative analysis of applied eco-
nomic mathematical models.

The independent test should be carried out on the scheduled date.
Besides, a description of each of the tasks for the independent test should be
done (except the didactic analysis and the definition of corresponding ele-
ments of the independent work) according to the general technology of ful-
fillment:

learning and citing the basic questions of the theoretical material out of
the recommended sources;

the design of the report on carrying out the task for the independent
test, answers to control questions;

handing in the fulfilled tasks of the independent test and the answers to
the control questions to the lecturer.
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the fulfillment of the tasks of the independent test on the academic dis-
cipline is assessed based on:

the understanding, the degree of the mastery of the theory and metho-
dology of the problems which are considered,

the degree of acquaintance with the recommended literature and the
mastery of the factual material of the academic discipline;

the ability to connect theory and practice in the consideration of practical
situations, solving problems, carrying out calculations, fulfilment of tasks,
given for independent work;

the completeness of taking into account the conditions for the fulfillment
of the task;

the logic of the given material and correspondence of its structure to
the provided thematic elements of the task; the availability and completeness
of consideration of the key concepts (definitions, terms, varieties and so on)
of the subject area of the task; the availability and explanations of the stu-
dent's final conclusions; illustration of the processed material with the help of
student's own examples and the graphical material.

7.4.2. Examples of typical tasks of independent tests

Thematic module 1
The elements of mathematical analysis and linear algebra

The independent work on themes 1 -7

1. Calculate the limits of the numerical sequences:

a) lim (Vn+1—+n) b) lim (n+4)!

N—>o0 n—oo (N + 2)4(N + 3)!1
¢ lim Yond +1+3n8 +4
n—oo 2n(3+ n) .
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2. Calculate the limits of the given functions:

] 2%% —Tx—4 ] x* +8x
a) lim — : b) lim —5—— :
x—4 X°—2X—8 x—-2 X~ +5x°+8x+4
9 I'm3_ 7x%+x+1 O lim 2X +3x/x +1
I ; ;
Xx—1 4 X -1 X—>00 31/)(5 —Bx

. arcsin4x [ 2x+1 279 . In(B+2x)cos(x+1)
e) lim pva— f) lim ;9 lim :
x—0 -3 x—o0\ 2X+5 x—-1 4darctg(x+1)

3. Investigate the continuity of the function y = f(x), define the type of
break points. Plot a graph of the function.

s xz, x<1 1
a)y=x +X):2_2X; by =1log,x, 1<x<2; c¢)y=e3*5,
2X—3, X>2

4. Calculate the derivatives of the given functions:

arccos X L35 ;
2X+3

o) y=x-(2"+1)- x2+1—ln(x+ x2+1);

a) y =~/x-log; x— b) y=InIn®In®x;

d) arctg(y2—3x):z; e) X=-/2t+1;, y= t4 -4t
X

5. Calculate the limits of the functions using L'Hospital's rule:

. Insinx-1 _ _2x
a) lim ———; b) lim /x-e~¥.
x—+0 Insinb5x X—>00
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4
6. Carry out a full investigation of the function y =

3 and plot
X" +1
its graph. Find the greatest and the least values of the function on the
segment [—1; 2].

7. Calculate the partial derivatives of the functions:

a) z(X, Y)=(2X—y)ex+|n—y—0052; b) z(X, y)zsinZ(ﬁ_ j;
X+ Y y
c) (X, Y)=ﬂ—X2yCOSX; d) z(x, y) =arcsin*(2x +3y).
1+/x

8. For the given function u(X,Y,z)=ycosz—xe’ find a gradient and

a directional derivative for the direction &=(4;, 0; 3) at the point

)

9. Investigate the extremum of the function of two variables:
w32
Z(X,y)=X"+y“—-3x+4y+5.

10. Calculate the indefinite integrals and check their correctness with
the differentiation:

e* +1 In xdx
X
a) |e dx; b
)] ) ey
11. Calculate the definite integrals:
V3
V4 xdx 2
a) j%; b) | V1-x“dx
ol-l-SIn X 0
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12. Calculate or prove the divergence of the improper integrals:

“1n X 2 ydx

——dx; b .
a){xz s ){\/x——l

13. Indicate the type of the differential equations, find a general solution
or a general integral:

n2
a) (X—y)y' =x+Yy; b) Y"—Z(y) +y'=0,

14. Investigate the convergence of the numerical series:

2

3n%+2 = nt n+1
a)z ! b)z n+1; C)nzzll(n+2)!; d)2£n+2j

~ n*+5 —~

15. Find the value of the polynomial f(x)=3x? +2x —1 of the matrix

1 1 2
A=|-1 3 -7]|.
;7 2 2

16. Solve the system of the matrix equations

11
X =Y = ;
o3

1 0
2X +3Y = .
o)

Calculate 7- X -YT.
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17. Calculate the determinant:

2 -1 3 6
4 1 2 -1
-3 0 4 1
1 1 0 3

Calculate the determinant decomposing it into the elements of the second
order.

Calculate the determinant getting zeros in any row or column.

Verify that the determinant changes its sign with the change of places
of any two rows or columns with the help of direct calculation.

18. The system of linear equations is given as:

e

XY + 9Xp — X3 + Xg + X5 = =3
3% + Xo 4+ 33Xz + 3Xg - X5 = -3
|- X1 + X3 — X4 + 3X5 = 2
=X + 2% — 2X3 — X4 + 2x5 = 0.

Prove the compatibility of this system. Find its general and particular
solutions.

19. The vectors are given as

a=(12,-1), b=(213), c=@1210), d=(0;-11)

Check whether the vectors a — 2b, 3c — 2d, — 2d + a are complanar.

20. Find eigenvalues and eigenvectors of the matrix

6 5-5
A=|-11-4 11|
-1 5 2

Check the result using the definition.
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Thematic module 2
The elements of probability theory and mathematical statistics

The independent work on themes 9 — 15

1. A symmetrical dice is rolled four times. What is the probability of get-
ting the faces with the odd, even, odd, even points respectively?

2. A student is choosing 3 questions out of 30 at an exam. There are
10 questions from algebra, 15 from analysis and 5 from geometry. What is
the probability that he will choose at least two questions from the same area?

3. A box of fuses which are all of the same shape and size comprises
23 2A fuses, 47 5A fuses and 69 13A fuses. Determine the probability of
selecting 2 or more 5A fuses.

4. A phone company has found that 75 % of customers want text
messaging, 80 % photo capabilities and 65 % both. What is the probability
that a customer will want at least one of these?

5. On five cards there are written letters "s", "m", "e", "t", "a". After shuf-
fling they take five cards one by one and put them near in turn. What is the
probability that the word results in: 1) "steam”; 2) "team"; 3) "tea"?

6. There are N white and M black balls (N good and M defective articles
on the shelf). If k balls are chosen randomly, what is the probability of getting
this way exactly n white balls?

7. From the set of 52 playing cards 5 cards were chosen randomly.
What is the probability of getting exactly two hearts among them?

8. Suppose the probability that a married man votes is 0.45, the proba-
bility that a married woman votes is 0.4, and the probability a woman votes
given that her husband votes is 0.6. What is the probability that: a) both vote;
b) a man votes given that his wife votes?

9. Three girls, Alice, Betty and Charlotte, wash the family dishes. Since
Alice is the oldest, she does the job 40 % of the time. Betty and Charlotte
share the other 60 % equally. The probability that at least one dish will be
broken when Alice is washing them is 0.02; for Betty and Charlotte the prob-
abilities are 0.03 and 0.02. The parents do not know who is washing the
dishes, but one night they hear one break. What is the probability that Alice
was washing up? Betty? Charlotte?

10. Three machines produce the same type of product at a factory. The
first one produces 150 articles, the second one makes 600 articles and the
third machine manufactures 250 articles. It is known that the share of defective
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articles is 2 % with the first machine, 4 % with the second one, 8 % with the
third one. (a) What is the probability that an article selected randomly from
the total products will be defective? (b) It is known that a selected article is de-
fective. What is the probability that this article was made by the third machine?

11. The probability that the part is produced with a defect equals 0.2.
Find the probability that among 400 randomly selected details there will be:
a) from 70 to 100 defective ones; b) 90 defective ones; ¢) no less than 60
defective ones; d) no more than 100 defective ones. Find the most probable
number of defective (standard) articles.

12. The probability of hitting the target with 1 shot equals 0.6. Find the
probability of the following events: a) with 600 shots hitting frequency will
deviate from the probability 0.6 by the absolute value of no more than 0.03;
b) find the boundaries of hitting the target with 600 shots in order that the
probability P =0.993; c) find such a number of shots that the probability
P =0.993 gives the deviation of frequency of hits from the probability 0.6 by
the absolute value no more 0.03; d) the accuracy &, which probability of de-
viation of relative frequency from the probability p=0.7 is P =0.996.

13. A factory sent 5000 products of high quality to the warehouse. The
probability of damaging the products on the way is equal to 0.0008. Find the
probability that: a) 5 damaged products will be received at the warehouse;
b) from 3 to 6 damaged products will be received at the warehouse; c) at
least one damaged product will be received at the warehouse.

14. The probability that the student will pass a test at the first attempt
is equal to 0.9. Find the probability that among 7 students of the same
knowledge level: a) 5 students will pass the test; b) from 4 to 6 will pass the
test. Find the most probable number of students who will pass the test at the
first attempt.

15. The probability of train arriving at the station on time is equal to 0.8.
Make up the distribution law to a number of train arrivals at the station on
time out of 4 expected trains. Find the probability that no less than 2 and no
more than 3 trains will arrive on time. Find the probability that at least one
train will arrive on time. Calculate M (X), D(X) and o(X). Find the distri-

bution function of the random variable X .

16. Measurements of scientific systems are always subject to variation,
some more than others. There are many structures for measuring error and
statisticians spend a great deal of time modelling these errors. Suppose the
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error X of a certain physical quantity is calculated by the density function
0, x<-1

f(x)=1 c(3—X2) , —1<x<1. Determine ¢ that renders f(x) a valid den-

0, X>1

"

sity function. Find the probability that a random error in the measurement is
less than 1/2. For this particular measurement, it is undesirable that the
magnitude of the error should exceed 0.8. What is the probability that this
occurs?

17. The waiting time, in hours, between successive speeders spotted
by a radar unit is an exponential continuous random variable with cumulative

0, x<0

distribution function F(X) = 1—e_8X, (50"

Find: a) the density function f(x);

b) M(X), D(X) and o(X);

c) the probability of waiting less than 12 minutes between successive
speeders.

18. The voltage (volts) in an electricity network for each hour is given
with the help of series: 222, 219, 224, 220, 218, 217, 221, 220, 215, 218,

223, 225, 220, 226, 221, 216, 211, 219, 220, 221, 222, 218, 221, 219.
1. Construct a discrete statistic series for this sample, plot a polygon of

relative frequencies and F(x).
2. Calculate X_S Sy, RV, A Es.
3. Find M, and M,.
19. For calculation of an average productivity x. the area of 2000 hec-

tares is divided into 20 equal lots m;. The real productivity is given:

x;,» centner/hectare 25 30 35 40 45
m; 2 3 8 4 3

1. Construct a discrete statistic series for this sample, plot a polygon of
relative frequencies and F(x).
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2. Calculate X_S, Sy RV, A Es.
3. Find M, and M.

20. The loading of a telephone line in the period from 9:00 till 16:00
(one day) is characterized with the help of the table:

Hours 9_10]10 11|11 - 12|12 13|13 - 14| 14— 15|15 _ 16
N f
umber o 16 21 18 10 | 12 15 13
calls

Plot a histogram and a cumulative function. Calculate X_S, Sy,R,v and
AS’ ES’ I\/IO’ M e-
21. The interval statistical series of x, of the number of defective articles

Is given:

Xi —Xiyq |5-10|10-15|15-20|20-25|25-30
m. 2 6 10 8 4

Construct the confidence intervals for J_Cpop and S o, with the confi-

dence probability » =0.9, 0.93, 0.95, 0.99 and 0.999.

22. Define the number of lamps for the sample, if the root mean square
deviation of lifetime of a lamp equals 60 hours, the deviation from the popula-
tion mean is less than 8 hours with the probability 0.9545.

23. To determine the ash content of coal a number of tests should be
conducted so that the deviation from the sample mean were less than 3 %.
The root mean square deviation equals 10 %. The confidence probability is
0.9973. How many tests do you need to conduct?

24. Using ;(2 test and Romanovskiy's test for goodness of fit check the
assumption about the normal distribution of the population if there are empiri-
cal (m;) and theoretical (m,) frequencies.

m, 1 4 10 14 12 6 2 1
M, 2 3 10 13 12 7 2 1
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25. The results of measuring the values of the two-dimensional random
variable (X ,Y ) are given as the correlation table.

y X 10 15 20 25 30 35 40
20 2 3
40 8 12 8
60 4 15 10 8 2
80 3 4 4 4
100 5 4 1
120 2 1

Construct conjugate empirical lines of regression. Using their form
and arrangement make an assumption about the significance of correlation
between the factors X and Y and its form.

7.5. Performing the independent creative work

Independent creative work of students is an integral part of the educa-
tional process. It forms the skills in the performance of major works (term
papers, a diploma project). That is the reason why it is necessary for stu-
dents to learn how to qualitatively prepare a creative work.

Within the framework of the given form of student's independent work it
is proposed to prepare a presentation on the theme formulated for a student,
in the electronic form (with the help of MS PowerPoint). An alternative may
be a presentation at the next lecture or writing a scientific article.

Preparation of an independent creative work provides for systema-
tization, consolidation, broadening of the theoretical and practical knowledge
of the academic discipline and using it in the process of solving a specific
economic problem, development of skills in independent work and mastering
the methods of investigation and experiment, connected with the theme
of the independent creative work.

An independent creative work provides for the availability of the following
elements of scientific investigation: practical significance, a comprehensive
systematic approach to solving the tasks of the investigation, the theoretical
use of the progressive modern methodology and scientific developments,
availability of the elements of creativity, the ability to use modern techno-
logies.
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A comprehensive systematic approach to developing the theme of
the independent creative work implies consideration of the subject of the
research from different points of view that is with the positions of a theoretical
basis and practical groundworks, conditions of its realization, analysis, expla-
nations of ways for improvement both in a close relationship and a common
logic of exposition.

The use of modern technology consists in the fact that in the process of
fulfillment of analysis and explanation of ways for improvement of particular
aspects of the subject and the object of investigation a student has to use
information about high achievements in techniques and technologies of
investigation, use varied mathematical methods and ways, approaches to the
definition and explanation of indicators of analysis of a social economic
system or its elements.

Students submit the independent creative work to the lecturer in the
electronic form if it is a presentation or in the printed or electronic form if it is
a scientific publication.

After the complex presentation or a scientific publication has been
reviewed and corrected by the lecturer, students make their presentations
in front of the audience, report on the results stated in the scientific publi-
cation, make reports on a student's scientific and practical conference and
SO on.

8. Individual consultative work

Individual consultative work is fulfilled according to the schedule of the
individual consultative work in the following forms: individual studies, consul-
tations, checking the fulfilment of individual tasks, checking and defending
the tasks presented for the current control and so on.

The forms of the individual consultative work are:

a) as to the mastery of the theoretical material:

consultations: individual (question — answer);

group (consideration of typical examples);

b) for complex assessment of the mastery of the syllabus material: indi-
vidual handing in of the fulfilled work.
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9. Methods of study

To intensify the process of teaching the academic discipline "Higher
Mathematical" the following educational technologies are applied: problem
lectures, minilectures, work in small groups, discussions, brainstorms, mo-
derations, presentations, computer simulation (games), the Delphi method,
the method of scenarios, banks of visual support (Table 9.1).

The basic difference of active and interactive methods of education
from traditional ones is not only defined by the methods and techniques of
teaching, but also by high effectivity of the educational process which reveals
itself in: the high motivation of students; consolidation of theoretical knowledge
in practice; raised students' conscientiousness; forming the ability to make
independent decisions; forming the ability to approve collective decisions;
forming the ability for social integration; getting the skills in resolving con-
flicts; development of the ability to reach compromise.

Problem lectures aim to develop students' logical thinking. The theme
is confined to two or three key issues, students' attention is concentrated on
the material which has not been represented in textbooks, the experience of
foreign educational universities is used with handing out printed material to
students during the lecture and drawing basic conclusions as to the issues
considered. In the course of lectures students are asked questions for inde-
pendent reflection, which the lecturer answers himself without waiting for
students' answers. This kind of system makes students concentrate and
begin to actively think in the search of a correct answer.

Table 9.1

Distribution of forms and methods of intensification of
the educational process according to the themes of
the academic discipline

Theme Practical application of educational technologies
1 2
Thematic module 1. The elements of mathematical analysis and linear algebra

Theme 1. Limits of [ A problem lecture on the theme: "Investigation of the continuity
functions and continuity | of different types of functions”

Theme 2. The differen-
tial calculus of the fun-
ction of one variable

A minilecture on the theme: "Application of the differential to
approximate calculations of the economic meaning"
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Table 9.1 (continuation)

1

2

Theme 3. Analysis
of the function of se-
veral variables

A minilecture on the theme: "Investigation of the conditional
extremum of the functions of two variables with the help of the
Lagrange factors". Presentation of the independent creative work

Theme 4. The indefi-
nite and definite in-
tegral

A minilecture on the theme: "Some classes of functions, with
integration reduced to rational fractions".

A problem lecture on the theme: "Application of the definite in-
tegral to economic problems™

Theme 5. Differen-
tial equations

A problem lecture on the theme: "Mathematical modelling of the
economic process with the help of ordinary and difference
differential equations and systems"

Theme 6. Series

A minilecture on the theme: "Investigation of the convergence of
series and calculation of a series sum". Work in small groups with
discussion of the results of laboratory work. Presentation of the
independent creative work

Theme 7. The ele-
ments of the theory
of matrices and sys-
tems of linear algeb-
raic equations

A minilecture on the theme: "Application of matrices to giving any
information about the characteristics of the investigated economic
process".

A problem lecture on the theme: "Construction of an inverse matrix
using Jordan — Gauss transformations”

Theme 8. The ele-
ments of vector al-
gebra

A minilecture on the theme: "Application of vectors to the
construction of economic problems”. Work in small groups with
discussion of the results of laboratory work

Thematic module 2

The elements of probability theory and mathematical statistics

Theme 9. Empirical
and logical bases of
probability theory

A minilecture on the theme: "Formation of probability theory as
a science". A mini-lecture on the theme: "Relationship between
the theory of sets and Kolmogorov's axiomatics"

Theme 10. The sche-
me of independent
trials

A minilecture on the theme: "Bernuolli and the classical definition
of probability"

Theme 11. Random
variables and their
economic meaning

A minilecture on the theme: "Management decision-making under
the conditions of risk". A problem lecture on the theme: "Current
trends in the calculation of numerical characteristics of a random
variable". Computer simulation: "Investigation of the influence of
parameters of the random variable distribution on its distribution

polygon”

Theme 12. Basic dis-
tribution laws of a
continuous random
variable

A minilecture on the theme: "The normal distribution law and the
theory of errors”
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Table 9.1 (the end)

1

2

Theme 13. Prepro-

A problem lecture on the theme: "Some differences between the

theoretical definition of distribution characteristics and realization
of calculation with the help of standard software"

cessing of statistical
data

Theme 14. Statistical
estimation of the dis-
tribution parameters
Theme 15. Checking
the statistical hypo-
thesis

A minilecture on the theme: "Comparative viewing of applied
programs for statistical data processing"

A minilecture on the theme: "Parametric and nonparametric
statistical criteria"

Application of visual support to the construction of empirical
distribution of a two-dimensional random variable. A minilecture
on the theme: "Application of regression models to the inves-
tigation of economic processes". Work in small groups for dis-
cussion of the results of laboratory work

Theme 16. The ele-
ments of the theory
of correlation and reg-
ression

Minilectures provide for the delivery of the educational material during
a short-length period of time and they are characterized by a significant
content, complexity of logical constructions, forms, proofs and generaliza-
tions. They are conducted, as a rule, as a part of a study-investigation. Mini-
lectures differ from full-size lectures in a shorter duration. Usually, they last
no more than 10 — 15 minutes and they are used in order to briefly give new
information to all students. Minilectures are often used as parts of a whole
theme, which is desirable to teach as a full-size lecture in order to avoid the
audience's getting tired. Then the information is given by turn as several par-
ticular fragments, with other forms and methods of study used between them.

Moderation is a way to conduct a discussion, which quickly leads to
concrete results, gives a possibility for all present students to take part in the
process of search for a solution to a problem and take full responsibility for
the result. The function of the moderator is to see to it that the rules of the
discussion are observed, which gives a possibility to simplify the process of
the search for a solution without interfering in its essence.

The Delphi method is used for the purpose of reaching a consensus in
expert judgements. It gives a possibility for students to express their thoughts
to a group of experts, who work individually in different places. To choose
a management decision according to this method, the academic group is
divided, for example, into five small groups. Four groups work, develop and
make a management decision, and the fifth group is the expert team. This
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group carries out analysis of the variants of management decisions, which
are proposed by the working groups, and assesses these variants. Within
the expert group the distribution of its members according to specialities is
fulfilled.

The method of scenarios is used for designing probabilistic models of
behavior and development of concrete events in the long term.

Seminar-discussions provide for exchange of thoughts and ideas
of students on the given theme and develop thinking, help to form ideas and
beliefs, produce skills in formulating thoughts and expressing them, teach
to assess other people's proposals, critically come to personal ideas.

Work in small groups gives an opportunity to structure practical studies
in the form and content, gives a possibility for each student's partaking in the
work on the theme under study, stimulates forming personal qualities and
experience of social communication.

Brainstorming is a method of solving urgent tasks, its core lies in
expressing as many ideas as possible in a short period of time, discussing
and selecting them.

Presentations are speeches to students which are used for presenting
certain achievements, group work results, reports of individual task fulfill-
ment, instruction, demonstration of new goods and services.

10. Methods of control

The system of assessment of competences which were formulated by
students during the learning of the academic discipline (Table 2.1), takes into
consideration the forms of studies which, according to the syllabus of the ac-
ademic discipline, provide lectures, practical studies, laboratory work, ful-
fillment of students' independent work. The assessment of the formed com-
petences of students is carried out on the accumulative 100-point system.
According to the temporary regulations "About the Order of Assessment of
Students' Academic Performance on the Accumulative Point Rating System”
of Simon Kuznets Kharkiv National University of Economics, control
measures include:

current control which is carried out within a term during lectures, prac-
tical studies and laboratory work and assessed as a sum of cumulative points
(the maximum equals 100 points; the minimum which makes it possible for
a student to pass a test, equals 60 points);

69



module control which is carried out in the form of a colloquium with
taking into account current control according to a corresponding thematic
module, provides an integral assessment of student's results after learning
the material of a logically completed part of the discipline (or a thematic
module);

final/term control, which is carried out as a terminal exam, according
to the schedule of the educational process.

Current control on the given academic discipline is carried out in the
following forms:

active in-class work (lecture);

active in-class work (practical study);

active in-class work (laboratory study);

homework;

competence-oriented tasks (defence of laboratory work);

an independent test;

a written test;

independent creative work.

A colloquium is a form of reviewing and assessment of students'
knowledge in the system of institutes of higher education. The purpose of
carrying out a colloquium is to clarify the theoretical and practical knowledge
obtained by a student as a result of listening to lectures, attendance of
practical and laboratory studies and independent learning of the material.
Within the bounds of the assigned purpose the following tasks are fulfilled:
clarification of the quality and degree of student's understanding of the lecture
material; the development and consolidation of students' skills in expressing
thoughts; expansion of student's independent single-minded preparation; the
development of skills in the generalization of different literary sources; giving
a possibility for a student to compare different points of view on a given
qguestion. A colloquium is conducted as an intermediate miniexam on the
initiative of a lecturer and includes theoretical questions and practical tasks
on the academic discipline. The list of questions which are included into
a colloquium on the themes of the thematic module, contains questions for
self-assessment.

Final/term control is conducted in the form of a term exam. Term exams
are a form of assessment of students' final mastery of the theoretical and
practical material of a particular module of the academic discipline or the
academic discipline on the whole, which is conducted as a test.
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The order of conducting the current assessment of students'
knowledge. Assessment of student's knowledge during practical studies and
carrying out laboratory work is conducted on the accumulative system
according to the following criteria:

understanding, the degree of the mastery of the theory and metho-
dology of problems which are considered;

the degree of the mastery of the factual material of the academic
discipline; familiarizing with the recommended literary sources and modern
literature on the questions which are considered,;

the ability to connect theory and practice in the consideration of parti-
cular examples, solving problems, carrying out laboratory work, carrying out
calculations in the process of doing homework and tasks which are con-
sidered in class;

the logic, structure, style of presenting the material in written papers
and in oral answers in class, the ability to ground their position, carry out
generalization of the information and draw conclusions.

The maximal possible points which correspond to a particular task, are
given on the condition that the solved problem or oral answer of a student
correspond to all the defined criteria. Lack of one or another component
decreases the number of accumulative points. The quality of fulfillment is
also considered in the assessment of tasks set for independent work at
laboratory and practical studies. Besides, handing in the performed task to
the lecturer in accordance with the period defined by the schedule of the
educational process plays an important role. If one of these conditions is not
satisfied, the points are decreased.

A written test is carried out twice during a term and it includes practical tasks
of different level of complexity according to the themes of the thematic module.
The criteria for assessment of the written test are as follows:

7 points — if the test has been carried out without mistakes and defi-
ciencies, all the tasks contain the necessary explanations, illustrations, ana-
lysis of the results and conclusions;

6 points — if the test has been carried out, but there are no more than one
mistake and no more than one deficiency or no more than three deficiencies;

5 points — if no less than 2/3 of the test has been carried out, there are
no more than two mistakes and no more than two deficiencies;

4 points — if no less than 2/3 of the test has been carried out, there are
more than two mistakes and more than two deficiencies;
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3 points — if less than 2/3 of the test has been performed and the number
of mistakes and deficiencies does not exceed the norm for the mark of three
points;

2 points — if the fulfillment of the tasks has not been begun, but there
IS a particular correct thinking;

1 point — if the fulfilment of the tasks has not been begun, but there
Is no particular correct thinking;

0 point — if the task is unavailable.

Revision marking of the competence-oriented tasks (defence of labo-
ratory work on the themes which are combined into a corresponding thematic
module) is carried out twice during a term in the form of work in small groups.
Besides, the quality of fulfillment of the tasks for laboratory work and the
ability to present the results of investigations, give reasonable answers to the
guestions of opponents, think critically, assess the results of the work of
other participants must be assessed.

A colloquium is carried out twice during a term in the written form or in
the form of an oral test for controlling students' knowledge of the theoretical
material and the mastery of the categorical apparatus.

The criteria for assessment of a colloquium:

8 points — if deep knowledge of the syllabus material has been demon-
strated, a sequential, complete and logical answer has been given, a correct
decision has been made, the mastery of different methods and techniques in
carrying out practical tasks has been demonstrated,;

6 points — if knowledge of the syllabus material has been demonstrat-
ed, an answer without essential inaccuracies has been given, mastery of the
necessary methods in carrying out practical tasks has been demonstrated;

4 points — if knowledge of the basic material has been demonstrated,
an answer with inaccuracies has been given, mastery of the necessary
methods in carrying out practical tasks has been demonstrated;

3 points — if knowledge of the basic material has been demonstrated,
an answer with inaccuracies and quite incorrect formulations has been given,
mistakes have been made in the use of the necessary methods in carrying
out practical tasks;

2 points — if knowledge of the basic material has not been demonstrated,
an answer with essential mistakes and incorrect formulations has been given,
lack of skills in the use of the necessary methods in carrying out practical
tasks has been demonstrated,;
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1 point — if an incorrect solution has been given, the fulfillment of the
colloquium practical tasks has not been begun, but there has been shown
some particular correct thinking;

0 point — if the task is unavailable.

The criteria for assessment of independent work of students.

The general criteria for the assessment of independent work of stu-
dents are profound and deep knowledge, the level of thinking, skills in syste-
matization of knowledge on particular themes, skills in drawing conclusions,
attainments and techniques of carrying out practical tasks, the ability to find,
classify and process necessary information, self-realization in practical and
laboratory studies.

The criteria for assessment of independent creative work and inde-
pendent tests are:

the ability to carry out a critical and independent estimation of the
defined problems;

skills in the explanation of alternative views and availability of a stu-
dents' own point of view, position on the defined problem;

using the analytical approach; the quality and accuracy of expressing
the thought;

the logic, structure and explanation of conclusions about a particular problem;

independence of carrying out the work;

grammatical correctness of the presentation of the material; using the
methods of comparison, generalization of the concepts and facts;

the design of the work;

the quality of presentation.

The order of the final control on the academic discipline. The final
control of students' knowledge and competences on the academic discipline
is carried out according to the temporary regulations "About the Order of
Assessment of Students' Academic Performance on the Accumulative Point
Rating System" of Simon Kuznets Kharkiv National University of Economics.

A student, who for a valid reason, attested documentally, hasn't had a
possibility to take part in the forms of current control, that is, hasn't passed the
thematic module, has the right to complete it during two weeks after coming
back to studies according to the notice of the dean of the department subject
to a given period.

The final mark on the academic discipline is calculated according to the
points obtained during the current control on the accumulative system.
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The student's progress is assessed if the number of points obtained
as a general result of all forms of control equals or exceeds 60.

11. The distribution of points which students obtain

An example of the technological chart of accumulative rating points and
the system of assessment of professional competences which a full-time stu-
dent has to form, is given in Tables 11.1 and 11.2 according to the forms of
study and methods of control used in teaching the academic discipline. The
distribution of points according to the themes of thematic modules is
given in Table 11.3.

Table 11.1

The system of assessment of the professional competences formed

3 | Assessment of the
5 % S level of the formed
? 5 |= 9| Hours Forms of study competences
L o e = -
5 g |3 Forms of | Maximal
o g |W control point
1 2 4 5 6
Thematic module 1
: . : 43.5
The elements of mathematical analysis and linear algebra
“— Theme 1. Limits of functions Active
o ‘—(3 2 Lecture - 0.5
o and continuity class work
c 3 -
= 0
c 8 Search, gh0|ce and looking There is no
o £| 2 . through literary sources on
£ o n Preparation : control of
c =| 4 : the theme. Learning the lecture | . -
Q Q = for studies . : indepen-
= material and preparation for
o . , dent work
= = practical studies
5 2 Theme 2. The differential cal- :
S5 . Active
L3 2 Lecture | culus of the function of one 0.5
-“le .2 ” . class work
= |3 5 % variable
- © = . "
<< o O Practical The dlffgrentlal calculu_s of Active
= 2 the function of one variable 0.5
Lo study o class work
8 9 and applying it
3 = 3 Learning the lecture material.
S & Preparation for practical studies. ,
o = . There is no
=g . Carrying out homework and
> = n Preparation | . control of
= 0 2|4 : independent work. : -
ol = for studies . : indepen-
c Search, choice and looking
s : dent work
2 through literary sources for
= independent creative work
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Table 11.1 (continuation)

work and tasks of indepen-
dent test

1 4 5 6
S Lecture Theme 3. Analysis of the func- Active 05
g @ tion of several variables class work '
S 9 <
° g o Practical | Investigation of functions of Active 05
—|o O study two variables class work
= |V
> > S Search, choice and looking
= 0 .
> . through literary sources on the
2 a n Preparation g i
B o = . theme. Homework 1
© O = for studies .
@ Carrying out homework and
= independent work
o Lecture Theme 4. The indefinite and Active 05
© 2 definite integrals class work '
= s . . .
% " O Practical | Integration. Active 05
Nlg ® study | Calculation of definite integrals | class work '
=
<§,: 2 g Learning the lecture material.
9 Preparation | Preparation for practical studies.
o g para‘ pa P Homework 1
< = for studies | Carrying out homework and
a independent work
. , , Active
v ¢ Lecture | Theme 5. Differential equations 0.5
3 2 7 class work
< s . . . . . .
® 2 = O Practical | Solving differential equations Active 05
s (2 % study of the first and second order class work '
< s g .| Learning the lecture material.
o %) Preparation , .
Lo = . Carrying out practical home- | Homework 1
= E = for studies .
S work and independent work
. Active
_8 Lecture | Theme 6. Series 0.5
) class work
..g " Solving practical tasks: in-
(7] . .
%) s . vestigation of convergence :
3 O Practical d : . g : Active
£ - of numerical series, finding 0.5
T o study . class work
< |E = the convergence domain of
<
S |8 % a power series
< o g Search, choice and looking
° = through literary sources on
;>, 0 Preparation | the theme. Homework L
% = for studies | Carrying out practical home-
Q
e
|_
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Table 11.1 (continuation)

work.
Preparation for a colloquium

1 4 5 6
Theme 7. The elements of
£ the theory of matrices and Active
- Lecture . , 0.5
= systems of linear algebraic | class work
- equations
o
[9)]
R 0
2 8 Solving practical tasks: ope-
& . rations with matrices, calcu- Active
@ Practical _ . .
5 9 lation of determinants, solving | classwork. | 0.5+ 7
2 8 study . : ,
L0 % g systems of linear algebraic | Written test
<§( g S equations
< 3
E Search, choice and looking
3 through literary sources on
2 . the theme. Homework.
2 % Preparation ) _
= = i Carrying out practical home- | Indepen- 1+7
< = for studies
o work. dent test
= Preparation for a written test
and a colloquium
Active
Theme 8. The elements of
Lecture classwork. [ 0.5+ 8
vector algebra .
Colloguium
(2}
_5 Laboratory | Solving practical tasks of Active 0.5
g " study linear algebra in MS Excel class work '
S 3
_Z O Active
§ % class work.
© |5 8 Practical | Solving practical tasks of | Compe- 05 + 7
S|° 2 '
2|2 study vector algebra tgnce
S = oriented
(&)
L task
2
S Search, choice and looking
[ .
through literary sources on
2 . g Y Homework.
= n Preparation | the theme.
= . . . Indepen- 1+7
= for studies | Carrying out practical home-
dent test
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Table 11.1 (continuation)

Carrying out homework

1 2 4 5 6
Thematic module 2 56.5
The elements of probability theory and mathematical statistics '
) Theme 9. Empirical and logi- Active
= 2 | Lecture P . J 0.5
g cal bases of probability theory | class work
Qo
= Calculation of the probability
g‘ 3 of random events using
23 Laboratory | theorems of multiplication |  Active
2 ® 2 iy s 1
2 2 study and addition of probabilities. | class work
= E @ Using the total probability
‘§ g O formula and Bayes' formula
a o
S = A classical definition of the
g ® | 10 probability of a random event.
= -(% 5 Practical | Using theorems of multipli- | Active 0.5
"%‘, S study cation and edition of proba- | class work '
L E bilities, the total probability
83 formula and Bayes' formula
o =
>
8 E Search, choice and looking
O 4= .
Z © . through literary sources on
™ 2 %) Preparation g i
= = = |4 ) the theme. Homework 1
< |2 = for studies : .
o Carrying out practical home-
= work and independent work.
Theme 10. The scheme of Active
2 Lecture |. _ 0.5
independent trials class work
©
@ 5 Practical | Using the total probability Active 05
g o * study formula and Bayes' formula class work '
S E Q .
o % O Calculation of the probabilities
g @ using a model of repeatin
S o 11 Laboratory | . J . g g Active
0 = 2 tud trials according to Bernuoulli's class work 1
stu
- S y scheme. The theorems of
e c . .
> Mouivre — Laplace and Poisson
= Mm
T Search, choice and looking
§ D |, Preparation | through literary sources on
= for studies | the theme.

77




Table 11.1 (continuation)

Carrying out homework and
tasks of the independent test

1 2 4 5 6
= Theme 11. Random variables Active
s 4 Lecture . . : 0.5
= and their economic meaning | class work
G =
; )
T § Construction of a distribution
Q8 Practical | function. Calculation of basic Active
S © » L 0.5
S T " study and additional characteristics | class work
w— O .
S (_% of a random variable
S E O
& 2
S o 12 Calculation of a discrete ran-
s 3 dom variable. Construction .
o o Laboratory . Active
s = stud of the distribution law of the class work 1
T £ y sum or difference of random
T o .
L g variables
3 3
e a . .
- © Learning the lecture material.
= o . . .
= 5 Preparation | Carrying out practical home-
< < g P ) ying P ) Homework 1
v 5 = for studies | work and the independent
e .
= creative task
=
<
e 3 o
o = Theme 12. Basic distribution .
2 2 : Active
S o Lecture laws of a continuous random 0.5
PR S . class work
% @ variable
g 8
2 S o
T —
c 3 3 : ,
5 5 O Calculation of numerical cha-
g e racteristics of a continuous )
& S Laboratory _ Active
i c random variable and nume- 1
s 2|13 study . - .| class work
s 8 rical characteristics of basic
2 2 distribution law
S 2
2 o
S f_g Learning the lecture material.
o . .
) c—% i Preparation for practical stu-
Z 8 n Preparation |
2 ° = _ dies. - -
o) = for studies
5 S
s | —
= g
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Table 11.1 (continuation)

tasks of the independent work.
Preparation for a written test
and a colloquium

1 2 4 5 6
c Theme 13. Preprocessing of Active
© Lecture _ 0.5
e statistical data class work
0
(&) . ..
% Construction of a statistical
o Practical | series. Calculation of numerical Active 05
Q .
% @ study characteristics of empirical | class work
s e
5 O distribution
JOR -
g -% Construction of a continuous
% 2 Laboratory | statistical series, presenting Active 1
o 21 14 study it with the help of a histogram | class work
c _
g < and a polygon
s £ ) )
% c Learning the lecture material.
@ e Preparation for practical stu-
£ dies.
L Preparation | Carrying out homework and
o g P . Y g. Homework 1
Iy = for studies | tasks of independent work.
3 Preparation for the defence
© g of the competence-oriented
2 |F task
Theme 14. Statistical estima- .
. o Active
Lecture | tion of the distribution para- 0.5
class work
meters
= 0 Active
E 5 Finding point and interval | class work.
3 Laboratory | estimations of basic nume-| Compe- 147
g study rical characteristics of a dis- tence
q) - - .
£ 15 tribution oriented
i task
<) Learning the lecture material.
E Preparation for practical stu-
S Preparation dies.
() %2] .
. Carrying out homework and - -
= = for studies ying
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Table 11.1 (the end)

1 2 3 4 5 6
_ Active
S 2| Lecture | heme 15 Checkingthesta-| o work | 05+ 8
b tistical hypothesis .
= Colloquium
7 . . - Active
$ Practical | Checking the statistical hy-
< o 2 stud othesis classwork. [ 0.5+ 7
E a y |P Written test
EE o Checking the statistical h
o |88 ecking the statistical hypo-
= |5 < 16 thesis relative to the corres- ,
= (= © Laboratory . Active
>
<|lz & 2 pondence of the distribution 1
- & study . . ) class work
- law in a population to a de
S fine type
o
2 Learning the lecture material.
= . . : Homework.
3 D | g Preparation | Preparation for practical stu- Indepen- 147
2 = for studies | dies. P
= . dence work
Carrying out homework
& S Active
= class work.
29 Theme 16. The elements of .
o . The inde-
2o 2 | Lecture |the theory of correlation and endent 05+8
o g regression pence
£ o creative
S ©
D 5 task
£ 5 2
] ©
Y ko) —_—
o | o S 17 © Construction of an empirical
] . .
<§E S equation of regression and
g 8 5 Laboratory | the confidence interval of a Active 1
@ % study regression line with the help | class work
2 £ of built-in functions of MS
é 8 Excel
] O _ _ .
o 3 D | g Preparation | Forming a report of carrying
< : : - -
= § = for studies | out independent creative work
Total sum of _ : T
hours 160 Total maximal number of points for the discipline 100
including
Class 74 45 %
Independent
P 86 55 % total control 100
work
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The distribution of points according to the themes

Table 11.2

Current testing and independent work Sum
Thematic module 1 Thematic module 2
T1|T2(T3|T4|T5|T6|T7 (T8 | T9 [T10| T11 | T12 | T13 | T14 | T15| T16
1122222233 |15 3 |15| 3 (15| 3 (15
Written test — 7 Written test — 7
Independent test — 7 Independent test — 7 100
Competence oriented task — 7 Competence oriented task — 7
Colloquium — 8 Colloquium — 8
Independent creative work — 8
Note. T1, T2, ..., T16 are themes of thematic modules.
Table 11.3
The distribution of points across weeks
>‘ -+
> © é —
o213 5|88 2 5|88 ¢
Themes of = | 2 > = (85| © c S ©
. 2| 8| c|o|egl B G| Tl 5
the thematic module Sl S| 8| |2l §| |2l 2|F
S18|s|2lseg|s|88 3
il O35l 3 £5| ©
- =
1 2 3 4 5 6 7 8 9 | 10 | 11
= Theme 1l | Week2 [ 05| - — - - - - - - 105
©
'% o | Theme2 | Week3 |05(05| - | - | - | - | - | - -1]1
< £ 5
2 2 ®|Theme3 | Week4 | 05|05 - | 1 | - | - | - | - | -2
ST ® &
gE & {Theme4 | Week5 |05|05| - | 1 | - | - | —-|—-]| -] 2
"'5 =
£ o 2|Theme5| Week6 [05(05| — | 1 | — [ - | - | -] - |2
£ c
C ¢ 2| Theme6 | Week7 [05[05| — | 1 | - | = | = | -] -] 2
e %]
2 >
o S| Theme7 | Week8 |05(05| - | 1 [ - | 7 [ 7 | - | - |16
c @©
= Theme 8 | Week9 |{05(05| — | 1 | 7 |- |- -] 8 |18
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Table 11.3 (the end)

1 2 [ 34567 ][8]of1]11
2 | Theme 9 | Week 10 | 0.5 | 0.5 1| -|-l-]1-1-1S3
(OINY))
= 2 |Theme10|Week11 [05|05| 1 [ 1 | - | = | = | = | = | 3
N 22
L= 8| Themell [Week12 05|05 1 | 1 | - | - | = | = | - | 3
s 82
g o 5 |Themel2 |(Week13 |05 - [ 1 | = | — | = [ - | - | - |15
o =
% 5 & |Theme13|Week14 [05[05| 1 | 1 | = | = | = | = | = | 3
£ o2
S £ 5 |Themeld |Week15|05| - | 1 | - | 7 | - | - | - | - |85
F g €
S o | Theme15|Week16 05|05 | 1 [ 1 | — | 7 | 7 | - | 8 |25
©
g Theme 16 | Week 17 | 0.5 | — 1 - - - - 8 - 195
Total 8 |6 |9 |11]|14|14]|14| 8 | 16 |100

The maximum number of points which a student can accumulate during
a week according to the forms and methods of study and control is given in
Table 11.3.

The final mark on the academic discipline is defined according to the
temporary regulations "About the Order of Assessment of Students' Academic
Performance on the Accumulative Point Rating System" of Simon Kuznets
Kharkiv National University of Economics (Table 11.4).

Marks according to this scale are entered in the mark sheets, the indi-
vidual educational plan of a student and other academic documents.

Table 11.4

The scales of assessment: national and ECTS

Sum of points Mark on Mark on the national scale
including all forms the ECTS for an exam,
. for a test
of study scale a term paper, practice
90 - 100 A excellent
82 -89 B very good
74 - 81 C good passed
64 — 73 D .
satisfactory
60 — 63 E
3559 X unsatisfactor failed
1-34 F y
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12. Recommended reading

12.1. Main

1. Buwa matematuka : 6asoBui nigpy4Huk gns sysis / nig pea. B. C. lNo-
HOMapeHka. — Xapkis : ®onio, 2014. — 669 c.

2. 36ipHuK BnpaB 3 po3ainy "Teopis MMOBIPHOCTEN Ta MaTeMaTuUyHa
cTaTucTuka" HaB4yanbHOI Aucumnninm "MaTtemaTuka Ansi eKoHOMICTiB" ansd
CTYLEHTIB ranysi 3HaHb "EKOHOMIKa i NigNPUEMHULTBO" YCiX POPM HaBYaHHSA
/ yknag. E. FO. XXenesHsakosa, A. B. IrHaykoBa, 3. I'. [lornosa Ta iH. — XapkiB :
Bua. XHEY, 2009. — 116 c.

3. JTabopaTtopHuin npakTukym i3 po3giny "Teopia WMOBIpHOCTEN Ta Ma-
TeMaTu4yHa CTaTUCTUKA" HaBYarnbHOI Ancumnninm "MaTtemaTtuka ans eKoHoMi-
cTiB" : HaB4.-npakT. nocib. / I. J1. Jlebegera, O. O. E€ropwuH, E. KO. XKenesHs-
KoBa Ta iH. — Xapkis : Bug. XHEY, 2009. — 116 c.

4. Mangapeub J1. M. Buwa matematuka a5 eKOHOMICTIB y npuknagax,
BnpaBax i 3agavax : HaBu. nocib. / J1. M. Mansapeup, A. B. IrHaykoBa. — Xap-
ki : B "IHXXEK", 2006. — 544 c.

5. Mansgpeup J1. M. MaTtemaTka ona eKOHOMICTIB : npakT. nocib. oo
po3B'asaHHsa 3agad / J1. M. Mansapeup, J1. [. Wnpokopan. — Xapkis : Bug.
XHEY, 2008. — 476 c.

6. Mansapeub J1. M. MaTtemaTtuka ansa ekoHoOMICTiB : HaB4. noci6. / J1. M. Ma-
napeus ; Nig pea. J1. M. Mansipeub. — Xapkis : Bug. XHEY, 2011. — 568 c.

7. Manspeub J1. M. Matematuka anst EKOHOMICTIB : HaB4. Nocib. Y 2-x u.
Y. 1/ J1. M. Mangapeup, Jl1. M. AdpaHacbeBa, A. B. IrHa4koBa. — XapkiB : Bug.
XHEY, 2011. — 393 c.

8. Manspeub J1. M. MaTemaTtunka anst EKOHOMICTIB : HaB4y. Noci6. Y 2-x u.
Y. 2/ J1. M. Mangapeupb, J1. M. AdpaHacbeBa, A. B. IrHa4koBa. — Xapkis : Bug.
XHEY, 2011. — 368 c.

9. Mansipeub J1. M. MaTematuka anst eKOHOMICTIB. Teopiss UMOBIpHOC-
Ten Ta MaTtemMaTuyHa ctatucTuka : Haed. nocib. Y 3-x 4. Y. 3 / J1. M. Mans-
peup, |. J1. Jlebegesa, J1. [1. LUnpokopag — Xapkis : Bua. XHEY, 2011. — 568 c.

10. Manspeub J1. M. lpakTukym 3 Teopil MMOBIpHOCTEM Ta MaTeMma-
TMYHOI cTaTtucTukm B Excel : HaBy.-npakT. noci6. / J1. M. Manspeup, 1. J1. Jle-
bepesa, E. O XKenesHsikoBa. — Xapkis : Bua. XHEY, 2007. — 160 c.

11. Manspeub J1. M. MatemaTtunka Onst eKOHOMICTIB : NpakT. nocid. oo
PO3B'A3aHHSA 3adad eKoOHOMiIYHUX gocnigkeHb B MatLab / J1. M. Mansipeupb,
€. B. PesHik, O. I'. TuxHeHKo. — XapkiB : Bug. XHEY, 2008. — 212 c.
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12. Mangpeup J1. M. Teopus BepodaTHOCTEN N MaTeMaTUyeckasa ctaTuc-
TUKa B NpuMmepax 1 3agadax. YyebHoe nocobue ans ctygeHTOB-MHOCTPaHLEB
oTpacnu 3HaHuM 0305 "OkoHoMMKa U npegnpuHumatenscTeo” / J1. M. Ma-
napeu, E. FO. XKenesHsakosa, A. B. rHaukoBa. — Xapkis : XHEY. — 2012. —
124 c.

13. Teopisa MMoOBipHOCTEN Ta MaTeMaTU4Ha CTaTUCTUKA : HaB4y. Nocib.
/ J1. M. Mangapeupb, |. J1. Jlebegeea, E. FO. XKenes3Hskoa Ta iH. — Xapkis : Bua.
XHEY, 2010. - 404 c.

12.2. Additional

14. bapkoBcbkui B. B. MaTtematuka aOnsi €éKOHOMICTIB : HaB4Y. nociob.
/ B. B. bapkoscbkuin, H. B. bapkoBcbka. — Kuis : HAY, 1999. — 448 c.

15. bapkoBckkun B. B. Teopia nmoBipHOCTEN Ta MaTeMaTU4Ha CTaTUC-
Tuka / B. B. bapkoBcbkun, H. B. bapkosckka, O. K. JlonaTiH. — 5-e Bua. — Ku-
iB : LleHTp yuboBol nitepatypu, 2010. — 424 c.

16. Buwa matematumka anst ekoHoMICTIiB : nigpy4Huk / nig pea. O. |. J1a-
weHka, O. |. YepHsika. — Kuis : BugaBHu4yo-nonirpadivHnm ueHTp "KuiBcbkni
yHiBepcuteT", 2008. — 497 c.

17. Bbiclwiasi maTtemaTtumka anga akoHomucToB / noa ped. H. LW. Kpemepa. —
Mocksa : OHNTW, 2002. — 440 c.

18. 'mypmaH B. E. PykoBoacTBo no pelleHuio 3agay no Teopum BeposT-
HOCTen 1 maTtemaTuyeckom ctatuctuke / B. E. T'mypmaH. — Mocksa : Bbicluas
lwkona, 2001. — 576 c.

19. 'mypmaH B. E. Teopusa BeposaTHOCTEN U MaTeMaTuyeckaa craTuc-
TuKa : y4eb. nocob. ans sysos / B. E. 'MypmaH. — 6-e nsg. — Mocksa : Beiclias
lwkona, 1998. — 480 c.

20. OaHko 1. E. Bbicliaa matemaTtuvka B ynpaxHeHusX U 3agadax. Y 2-x u.
Y. 1/ 1. E. Janko, A. I'. Tlonos, T. A. KoxeBHukoBa. — Mocksa : Bbicwias
lwkona, 2003. — 304 c.

21. OaHko I1. E. Beicluaa matematuka B ynpaxHeHusxX 1 3agadax. Y 2-x u.
Y. 2 / M. E. OJanko, A. . Tlonos, T. A. KoxeBHukoBa. — Mocksa : Bbicwias
lwkona, 2003. — 416 c.

22. Epmakos B. . O6wun Kypc BbICLIEN MaATEMATUKN NS 9KOHOMUC-
ToB / B. . Epmakos, b. M. Pygblk, P. K. NpnHueBunytoc. — Mockea : MUHOPA-M,
2007. — 657 c.
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23. Enuceesa W. U. Teopua ctatuctmkn ¢ ocHoBamMu TeOpUU BEPOSAT-
HocTen : y4eb. nocob. / . N. Ennceesa, B. C. KHaszesckuin. — Mockea :
FOHUTU-OAHA, 2001. — 446 c.

24. XnykteHko B. |. Teopisa nmoBipHOCTEN i MaTemMaTnyHa CTaTUCTUYKA :
HaB4.-meTo4. nocib. Y 2 4. Y. |. Teopia nmosipHocTen / B. |. XKnykTeHko,
C. I. HakoHeuHun. — Kuis : KHEY, 2000. — 304 c.

25. XnykTteHko B. |. Teopisa nmoBipHOCTEN i MaTemMaTnyHa CTaTUCTUYKA :
HaB4.-MeToA. nocid. Y 2 u. Y. Il. MaTtematnyHa ctatuctuka / B. |. 2KnykTeHko,
C. I. HakoHeuHun, C. C. CasiHa. — Kuis : KHEY, 2001. — 336 c.

26. Kpacc M. C. OcHOBbI MaTeMaTUKN U ee NPUNOXeHNA B SKOHOMUYeEC-
kom obpasoBaHuu : y4yebHuk / M. C. Kpacc, b. . YynpbiHOB. — 2-e u3g.,
ncnp. — Mocksa : leno, 2001. — 688 c.

27. Kpemep H. L. Teopna BeposTHOCTEN U MaTeMaTMyeckas CTaTUCTU-
ka / H. lU. Kpemep. — Mocksa : KOHUTU-OAHA, 2000. — 544 c.

28. MwuHopckun B. T1. COopHMK 3agad no BbICLLUEW MaTemaTuke
/ B. . MuHopckun. — Mockea : Hayka, 2002. — 352 c.

29. TesaweB A. [1. Boicluas matemaTtuka. CO0pHMK 3aga4y 1 ynpaxHe-
HuM / A. 1. Tesawes, A. I'. JIntBuH. — XapbkoB : XTYPO, 1999. — 192 c.

30. TpaskiH tO. I. MaTtemaTtnka ansa ekoHoMicTiB : nigpydHuk / FO. |. TpaBkiH,
J1. M. Manspeupb. — Xapkis : B[] "IHXXEK", 2005. — 816 c.

12.3. Methodical support

31. Hopik J1. O. Buwa matematuka : ONopHUN KOHCNEKT [ENEKTPOHHUI
pecypc] / J1. O. Hopik. — Pexxum gocTtyny : http://www.ikt.hneu.edu.ua/course/
view.php?id=929.

32. Hopik J1. O. MeToanyHi pekomeHaauil 40 BUKOHAHHA NPaKTUYHNX
3aBgaHb 3 HaB4anbHOI gucumnniHn "Buwa matematvka" [EnekTpoHHMi
pecypc] / J1. O. Hopik. — Pexum goctyny : http://www.ikt.hneu.edu.ua/course/
view.php?id=929.

33. Hopik J1. O. MeTogunyHi pekoMeHaauil Ta 3aBgaHHA AN BUKOHAHHS
nabopaTopHuMX pobiT i3 HaB4anbHOI ancumnnmiHn "Buwa matematuka" [Enek-
TpoHHU pecypc] / J1. O. Hopik. — Pexum pgoctyny : http://www.ikt.hneu.
edu.ua/course/view.php?id=929.
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Appendices
Appendix A

Table A.1

98

The structure of components of professional competences formed in mastering
the academic discipline "Higher Mathematics" according to Ukraine's National Scale of Qualifications

Competence Minimal Autonomy and
formed within , Knowledge Skills and abilities Communication y .
experience responsibility
the theme
1 2 3 4 5 6

Theme 1. Limits of fu

nctions and continuity

Forming analytic
thinking, the abi-
lity to explain the
importance of com-
plicated expres-
sions with the help
of mathematical
symbols and ope-
rations

Avalilability of basic
knowledge of the the-
me: forms of writing
and ways to define
the function, the range
of values, the domain
of the definition, pe-
riodicity, evenness and
SO on

The definition of basic
classes of functions,
basic methods and
ways of investigation
of the function

1. The ability to define
the type of function by
its analytic recording.
2. Plotting a graph of
the function with the
help of elementary
mathematical calcu-
lations and transfor-
mations

Construction of ma-
thematical models of
economic processes
using various produc-
tion functions (the
total input of produc-
tion, profit, supply and
demand and so on)

A student must

1) investigate the func-
tion and indepen-
dently carry out the
analysis of the ob-
tained results;

2) give examples of
functional dependence




.8

Appendix A (continuation)

Table A.1 (continuation)

3

4

5

Theme 2.

The differential calcul

us of the function of one variable

Development of the
ability to solve prob-
lems with the help
of the methods of
differential calcu-
lus using mathe-
matical symbolic
variables, i.e. for-
ming initial skills
in economic mo-
delling

1. Knowledge of the
notions: the limit of
the function, the limit
of a numerical se-
guence.

2. Attainment of basic
theorems of the limit
of the function.

3. The ability to calcu-
late derivatives of ele-
mentary functions

1. The notion of the de-
rivative, the economic,
geometric and mecha-
nical meanings of the
notion, basic theorems
of the theme.

2. The notion of the
differential of the func-
tion of one variable.

3. The notions of the
function, the derivative
of the function, the de-
finition of the points of
the extremum, mono-
tonicity intervals, con-
cavity and convexity

1. The ability to calcu-
late derivatives of ele-
mentary and compo-
site functions.

2. The ability to cal-
culate derivatives, the
differential of the func-
tion of one variable.

3. The ability to inves-
tigate the function in
detail with the help
of the acquired know-
ledge of the correspon-
ding themes.

4. The ability to predict
the behavior of the func-
tion and plot its graph
with the help of basic
mathematical calcula-
tions

Understanding eco-
nomic processes and
analysis of them with
the help of differen-
tial calculus methods.
Representation of the
results of investiga-
tion of functions

A student must:

1) calculate derivati-
ves of elementary and
composite functions;
2) be able to use the
differential of the func-
tion for approximate
calculus;

3) investigate the func-
tion with the help of
differential calculus;
4) carry out the simp-
lest calculations by
the optimization of pro-
duction;

5) draw corresponding
conclusions and in-
dependently analyze
the obtained solution
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Appendix A (continuation)

Table A.1 (continuation)

1 2 3 4 5 6
Theme 3. Analysis of the function of several variables
Forming the skills|Mastering the notion|Analytic recording of|Obtaining the skills in|Using the function of |A student must be able:

in the use of pre-
vious experience
(the function of one
variable) for further
use in a more com-
plex situation

of the function of se-
veral variables in the
simplest form: the func-
tion of two variables

the function of several
variables, definitions of
the range of values and
the domain of the de-
finition, understanding
partial derivatives

the calculation of de-
rivatives of the func-
tion of two variables and
finding the domain of
the definition

several variables in
economics for descrip-
tion of the investigated
processes and effects

1) to find partial and
mixed derivatives;

2) to investigate the
local extremum of the
function;

3) to use the method of
Lagrange multipliers
and the least-squares
method

Theme 4. The indefinite and definite integral

1. Understanding the
possibility of using
the integral calcu-
lus for solving app-
lied problems.

2. Forming the skills
in independent for-
mation of mathe-
matical models for
description of diffe-
rent processes

Attainment of the ta-
ble of integrals.

The ability to calcu-
late the simplest inde-
finite integrals which
are directly reduced
to the tabular form

The definition of the
type of integral relative
to its integrand, attain-
ment of more typical
changes

Obtaining the skills in
the calculation of the
simplest integrals and
reducing more com-
posite integrals to the
tabular form

Solving economic prob-
lems using the appa-
ratus of integral cal-
culus

A student must be able:
1) to calculate indef-
inite integrals;

2) to draw correspon-
ding conclusions and
independently analyze
the obtained results
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1

2

3

4

5

6

Forming the skills
in independent ana-
lysis and under-
standing the impor-
tance of the rela-
tionship between
the examined ma-
terial (the definite
and indefinite in-
tegral)

The ability to calcu-
late the simplest defi-
nite integrals which
are directly reduced
to the tabular form,
using the Newton —
Leibnitz formula

Using the definite inte-
gral for calculation of
areas and volumes

Obtaining skills in the
calculation of definite
integrals, areas of fi-
gures and volumes of
solids of revolution

Solving economic prob-
lems using the appa-
ratus of integral cal-
culus

A student must be able:
1) to calculate definite
integrals;

2) to use definite in-
tegrals for independent
calculation of areas
and volumes of figures;
3) to draw correspon-
ding conclusions and
independently analy-
ze the obtained re-
sults

Theme 5. Differential equations

Forming an incli-
nation to indepen-
dent search of di-
fferent ways of sol-
ving problems and
understanding the
necessity to use
knowledge of other
themes (the func-
tion, the derivative,
the integral)

1. The ability to diffe-
rentiate and integrate
functions, find the de-
rivative of a compo-
site function.

2. The ability to solve
the simplest differen-
tial equations of the
first and second or-
ders

1. Basic ways to solve
a differential equation
of the first order.

2. Basic ways to solve
a differential equation
of the second order with
constant coefficients

1. Skills in the calcula-
tion of the basic types
of differential equations
of the first order.

2. Skills in the calcula-
tion of the basic types
of differential equations
of the second order

Solving economic prob-
lems with differential
equations as mathe-
matical models, i.e.
finding antiderivatives,
the elasticity of the
function and so on

A student must be able:
1) to calculate the type
of the differential equa-
tion, the method of
further independent
solution;

2) to use the know-
ledge for solving the
simplest economic
problems
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Theme

6. Series

Forming the ability
to do analytic cal-
culations

The ability to calcu-
late limits using basic
signs of convergence
of series

Basic signs of conver-
gence of series, the no-
tion of a power series,
alternating series

Skills relative to ana-
lytic calculations the
using knowledge of the
theme

Investigation of the
convergence of nume-
rical series, understan-
ding the problem of the
convergence of series
and using series in
approximate calcula-
tions

A student must be able:
1) to calculate the type
of series;

2) to independently in-
vestigate the conver-
gence of series;

3) to find the conver-
gence radius of power
series

Theme 7. The element

s of the theory of matri

ces and systems of li

near algebraic equati

ons

1. Forming the skills
in the use of the
instrument of mat-
rix calculus for mo-
delling the simp-
lest economic prob-
lems and situations.
2. The ability to ana-
lyze the results of
calculations from the
mathematical and
practical viewpoint

1. Carrying out the
simplest mathemati-
cal calculations with
the determinants of
the second, third and
nth orders.

2. Carrying out the
simplest mathemati-
cal calculations (addi-
tion, subtraction, mul-
tiplication)

1. Attainment of the
knowledge of mathe-
matical symbols, basic
definitions and theo-
rems of the theme.

2. Attainment of the
knowledge of basic pro-
perties of determinants
and basic notions of
the theme

1. The ability to calcu-
late the simplest de-
terminants of matrices
of the second and third
orders with the help
of basic methods and
properties.

2. The ability to use the
basic matrix operation

Using the available
methods of work with
numerical data, their
representation in the
matrix form and car-
rying out operations
with them

A student must be able:
1) to use the instru-
ment of matrix algebra
for economic problems;
2) to model the simp-
lest situations with
the help of the know-
ledge of the theme
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1 2 3 4 5 6
Forming the ability|Using and attainment [ Attainment of the know-|Solving matrix equa-|Using the methods|A student must know
to independently|of the knowledge of|ledge of basic theorems|tions. of solving the systems|the basic proofs and

prove the simplest
statements with the
help of elementary
mathematical know-
ledge

basic methods of sol-
ving the simplest sys-
tems of linear equa-
tions

and rules of solving
systems of linear equa-
tions (the Cramer method,
the inverse matrix me-
thod, the Jordan — Gauss
method)

Solving the systems with
the help of matrices
and determinants

of linear equations
with matrices of an
arbitrary dimension

theorems of the theme
and give examples of
using  determinants,
matrices and systems
of linear equations in
economics

Theme 8. The elements of vector algebra

Forming analytical
thinking, the ability
to explain the im-
portance of com-
plicated expressions
with the help of ma-
thematical symbols
and operations

The Cartesian system
of coordinates on the
plane and in the space.
The notion of the vec-
tor, elementary opera-
tions with vectors

Basic operations and
properties of vectors;
scalar, cross and mixed
products

The ability to use basic
linear operations with
vectors, the indepen-
dence and dependence
of vectors

Making a geometric
presentation of eco-
nomic problems

A student must be
able to use vector
algebra for the cal-
culation of the simp-
lest problems of app-
lied character (finding
the area, the volume)
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3

4

Theme 9. Empirical and logical bases of probability theory
Theme 10. The scheme of independent trials

1. Skills in the inde-
pendent calculation
of basic notions of
probability theory,
combinatorial ana-
lysis and mathe-
matical statistics.
2. Independent car-
rying out and analy-
sis of the obtained
problem.

3. Definition of the
type or class.

4. Forming possible
directions of solving
a problem on the
basis of modern sci-
entific attainments.
5. Using basic me-
thods of probability
theory for solving a

1. Availability of the
basic knowledge of the
course of a secondary
educational institution
or institution of the
first and the second
level of accreditation.
2. Carrying out simplest
mathematical calcu-
lations; solving simp-
lest combinatoric prob-
lems.

3. Understanding the
notions: a probability,
a probability of depen-
dent or independent
events; a definition of
a complete group of
events; the notion of
a conditional proba-
bility

1. Revision of the ma-
terial of the academic
discipline.

2. Knowledge of mathe-
matical symbols and ba-
sic definitions and theo-
rems on the theme.

3. The formula of the
total probability, the for-
mula of Bayes, the no-
tion of Bayes' ap-
proach.

4. The theorem of Ber-
nuolli, theorems of
Moivre — Laplace, Pois-
son, limits and condi-
tions of using them

1. Completing the cour-
se of mathematics by
basic notions.

2. The ability to define
a problem by type, to
solve a task indepen-
dently with the help of
basic theorems of pro-
bability theory.

3. The ability to solve
problems with the help
of the formula of the
total probability and
the formula of Bayes;
to distinguish between
dependent and inde-
pendent events.

4. The ability to define
the type of problem,
to reasonably use the
corresponding theorem

Understanding the role
and place of proba-
bility theory and ma-
thematical statistics in
modern scientific re-
searches and their
significance in further
solving professional
problems

A student must

1) know the basic theo-
rems and statements
of the theme,;

2) give examples of
using basic notions
of probability theory
and use them for sol-
ving different problems;
3) develop and im-
prove the ability to
reasonably construct
an optimal analytic
solution to a problem
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1 2 3 4 5 6

composite problem({4. Understanding the to independently ex-
and reducing it to|notions of repeated plain and analyze the
simple problems |[trials, an independ- obtained solution

ent event, revision of

formulas of combina-

torial theory

Theme 11. Random variables and their economic meaning
Theme 12. Basic distribution laws of a continuous random variable

Using the laws of|1. Understanding the|[1l. The basic notions:|1. The ability to calculate | Solving economic prob- | A student must be able:

distribution (discrete
and continuous) ran-
dom variables, rea-
soning  suitability
and necessity of
using them; pre-
diction of proces-
ses which will oc-
cur in real econo-
mic models on the
basis of knowledge
of the theme

notion of a discrete
random variable, se-
ries of distribution, a
mean (a mathematical
expectation), a variance,
a root-mean-square de-
viation.

2. Understanding the
notion of a continuous
random variable, a
function and the den-
sity of distribution

series of distribution, the
numerical characteris-
tics, the relationship be-
tween them, graphic
interpretation.

2. The basic notions: the
function of distribution,
the density of distribu-

tion, the relationship
between them, graphic
interpretation

the numerical charac-
teristics of a discrete
random variable and
analyze the obtained
result.

2. The ability to calculate
the numerical charac-
teristics of a continuous
random variable and
analyze he obtained
result

lems with the use of
the apparatus of pro-
bability theory and
random variables

1) to find the numeri-
cal characteristics of
a random variable by
the given law of dis-
tribution;

2) to calculate the pro-
bability of lying in the
given interval, estimate
the obtained result,
give it a corresponding
economic or mathe-
matical explanation;
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6

3) to plot a polygon,
a histogram, graphs
of an integral func-
tion and the density
of a probability

Theme 13. Preprocessing of statistical data
Theme 14. Statistical estimation of the distribution parameters

Theme 15. Checking the statistical hypothesis

Attainment of theo-
retical and proba-
bilistic fundamen-
tals of mathemati-
cal statistics, under-
standing the role of
basic mathematical
assumptions when
making a statement
and solving statis-
tical problems

Avalilability of basic
knowledge of proba-
bility theory

Basic fundamentals of
the sampling method,
distribution, statistical
estimations and their
properties

Attainment of basic
fundamentals of the
sampling method and
basic methods of mod-
e statistical researches

Understanding the role
and place of mathe-
matical statistics in
modern scientific re-
searches and its sig-
nificance in further
solving professional
problems

A student must

1) know basic notions,
definitions, types of
basic mathematical
and statistical calcu-
lations, basic models
and methods of sta-
tistical researches;
2) be able to system-
atize the obtained
data in the form of a
table or presentation
of data
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2

3

4

5

Theme 16.

The elements of the th

eory of correlation an

d regression

1. Attainment of skills
in using correlation
analysis for defin-
ing the influence
of the factor-argu-
ment on the func-
tional factor.

2. Attainment of skills
in using correlation
analysis and re-
gression analysis
for construction of
economic models
and making model-
based predictions

Knowledge of the
problems of correlation
analysis, definition of
the sample coefficient
of correlation and the
method of estimation.
Understanding  the
meaning of economic
values, which are in-
cluded in the pair re-
gression model

Knowledge of the me-
thods of defining point
estimations of basic
numerical characteris-
tics of a two-dimensional
random variable using
sampling data.
Knowledge of the pro-
perties of construction
of a pair regression mod-
el, using the methods
of checking the signifi-
cance of parameters of
the regression model
and estimating the ade-
guacy of the model

The ability to use built-
in functions and the
superstructure of MS
Excel for estimation
of numerical charac-
teristics of a two-
dimensional random
variable and for con-
struction of an equa-
tion of a pair linear
regression, carry out
a prognosis using this
equation and define
its accuracy

Presentation and dis-
cussion of the re-
sults of statistical in-
vestigations into the
strength of the corre-
lation.

The ability to present
and reasonably give
results of the appli-
cation of regression
analysis to the con-
struction of a pair
regression model

The ability to use the
acquired experience
for investigation of
the real economic pro-
cesses.

The ability to choose
the function which is
used as an approxi-
mity for investigation
of economic processes
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