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 ABSTRACT The paper describes the search for a solution to the image near-duplicate detection problem. We 
assume that there are only two images to compare and classify whether they are near-duplicates. There are some 
traditional methods to match pair of images, and the evaluation of the most famous of them in terms of the problem 
is performed in this research. The effective thresholds to separate near-duplicate classes are found during 
experimental modeling using the INRIA Holidays dataset. The sequence of methods is proposed to make the joint 
decision better in terms of accuracy. It is shown also that the accuracy of binary classification of the proposed 
approach for the combination of the histogram comparison and ORB descriptors matching is about 85% for both 
near-duplicate and not near-duplicate pairs of images. This is compared to the existing methods, and it is shown, 
that the accuracy of more powerful methods, based on deep learning, is better, but the speed of the proposed 
method is higher. 
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I. INTRODUCTION 
PREAD of smartphones made the creation of personal 
photo collections available for everyone. It is common for 

a lot of people to take multiple photos of the same life scene 
and choose the best one later. Some people will never make this 
in the future having a lot of similar pictures, which require a lot 
of memory capacity in smartphones, computers, and other 
devices. Automatic processing and detection of near-duplicates 
may simplify this process and allow the selection of only the 
best (in some context) images. 

So, such images that contain the same scene but differ a bit 
are commonly called near-duplicates (ND), but the definition 
of the ND term varies from paper to paper [1]. Detection of ND 
is quite subjective [2-4], because the importance of differences 
between two images may be major for one person and minor 
for another. For instance, images may differ not only in scene, 
view angle, camera position, etc., but also from a technical 
point of view, having some artifacts, different contrast, 
compression, etc. 

The search for near-duplicate and duplicate images is a 
special case of the other problem called Content-based Image 
Retrieval, which is about the search of similar images in the 
more common case. 

Fig. 1 shows an example of a pair of images we call near-
duplicates in this paper: the content is similar but the images 
are not full duplicates. It follows from the background that the 

camera had different positions as well as some other details in 
the images. This example also shows the main source of similar 
images, which is a collection of home pictures. 

 

  
Figure 1. Example of near-duplicate images. 

II. PROBLEM STATEMENT 
The purpose of the paper is to investigate and develop a method 
for verifying whether a pair of images can be called near-
duplicates or not. We want to develop a common method that 
has no prior information or metadata about images and can 
compare only two images without comparing the first image 
with the dataset, searching for the closest possible near-
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duplicates. For some tasks (e.g., the analysis of frames in video 
sequences), it is impossible to compare one image with all 
existing ones. 

We will use only a tiny portion of the training images to 
build the model. 

Formally this is a binary classification problem: having a 
pair of images, we need to make a decision whether they are 
near-duplicates or not.  

Let M(I1, I2) be some method of  comparison of the pair of 
images I1 and I2, and let v = M(I1, I2) be some output value, that 
this method returns. Our aim is to find a threshold value vT that 
maximizes classification accuracies for ND and non-near-
duplicate (NND) classes, e.g., if v ≥ vT →ND otherwise NND. 

We also want to understand the effectiveness or accuracy of 
the method as well as its performance. 

III. LITERATURE REVIEW 
The most straightforward methods are pixel-based. The 
simplest of them includes iterating over both images pixel-by-
pixel and calculating mean squared error (MSE) based on the 
difference between pixel intensities in the images being 
compared. There are also normalized modifications of this 
value (NMSE) that keep the output value within some specific 
range [0;1] or another. 

Another method is based on similarity (Structural 
Similarity Index Measure, SSIM). It measures the difference 
between two similar images and returns a quality value, but it 
cannot find out which image is better without knowing this 
beforehand. During SSIM, the statistical features of two 
floating windows are compared [5].  

Both MSE and SSIM are similar, but their disadvantage is 
that they do not take into account the natural way of perception 
and comparison of images by humans. Such pixel comparison 
methods can only be applied to images of the same size, which 
is more or less suitable for finding exact duplicates of image 
collections but not near-duplicates because commonly images 
are of different sizes. Resizing images in turn distorts their 
features, which is critical for pixel comparison methods. 

Another simple image comparison approach is the use of 
image histograms [6]. It includes the conversion of an image 
into HSV color space, building histograms for hue and 
saturation channels, normalization of histogram, and 
comparison, e.g., with the correlation coefficient. 

The other known fast method for the search of near 
duplicates is LSH (Locality-Sensitive Hashing) [7, 8]. The 
common idea of hashing is the creation of fingerprints for 
images, which are similar for similar images. This is not 
cryptographic hashing when tiny changes in the input result in 
huge changes in the output. 

There are different hash types, like average hash, difference 
hash, perceptual hash, etc. All these operate on a rescaled 
(frequently) image brightness matrix. Hashes are typically 
compared in their entire form, but they can also be split into 
parts following piecewise comparison. 

Another class of image comparison methods is feature-
based. It consists of searching for specific image features – 
typically descriptors – and matching them with a pair of images 
[9].  

ORB (Oriented FAST and Rotated BRIEF) image 
descriptor detector was proposed in [10] as an alternative to 
previous known SIFT and SURF methods. This feature 
detector builds descriptor in binary form. Scaled Gaussian 
pyramid is built at the first stage of building descriptor. Next, 
brightness extrema are found at each scale. To do this, the 
FAST [11] algorithm is used, according to which for each point 
of the image a circle of a certain radius is formed, and the 
number of adjacent pixels lying on it and having values less or 
more than the brightness of its center is counted. If the quantity 
of such points exceeds 75% of their possible number, the circle 
center is considered a candidate point of interest. 

BRISK (Binary Robust Invariant Scalable Keypoints) 
descriptor was proposed in [12]. It is a development of SURF 
in terms of further improvement of FAST and BRIEF 
components. This method provides different alternatives to 
mask shapes compared with ORBs to identify key points. A 
mask named 9-16 is used, which analyzes nine consecutive 
pixels in a 16-pixel circle to meet the FAST criterion so that 
they are sufficiently brighter or darker than the center. Other 
masks are also used for different scales. 

Given the location of key points and the corresponding 
scale values, the BRISK descriptor composes a binary string 
descriptor by combining the results of comparative brightness 
tests. The characteristic direction of each key point is identified 
to obtain oriented-normalized descriptors and to ensure 
invariance to rotation. 

The BRISK descriptor concept uses a template by analyzing 
points that are evenly distributed in circles concentric with a 
key point. This provides integrated analysis and high 
processing or storage speeds. The BRIEF descriptor here 
recognizes the same areas of the image taken from different 
points of view. 

AKAZE (Accelerated KAZE) descriptor that uses the 
benefits of nonlinear scale spaces was proposed in [13]. Fast 
Explicit Diffusion (FED) embedded in a pyramidal framework 
to dramatically speed-up feature detection in nonlinear scale 
spaces was proposed, as was a Modified-Local Difference 
Binary (M-LDB) descriptor that is scale and rotation invariant 
and has low storage requirements. 

Matching of binary feature descriptors is usually based on 
the Hamming distance between bit descriptor values. 

Finally, the last type of methods includes artificial neural 
network approaches. One way is to train networks to get 
features for the image and compare them. The other is to train 
and use Siamese networks, which get the pair of images as 
input and share weights. Anyway, these methods require a lot 
of time for training and creating suitable architecture, but they 
are the most effective. In this work, we are going to develop a 
method that is more clear and easier to implement.  

IV. METHODOLOGY 
Our approach in the paper is experimentally driven, as the goal 
is to develop a method that allows us to find ND pairs 
effectively enough for the specific dataset. 

A. DATASET 
We have used INRIA Holidays dataset [14, 15] that contains 
1491 images, making over 1.1 million image pairs in total. 
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2072 pairs are near-duplicates, while 1108723 are not. This 
creates a huge imbalance between the ND and NND classes.  

Our approach includes two stages. During the first one only 
100 first images of the dataset were used in order to estimate 
the preliminary quality of the method and calculate the decision 
boundary. These 100 images include 4950 pair comparisons 
(105 near-duplicates and 4845 non-duplicates). At the second 
stage we performed near-duplicates detection for the entire 
dataset, which included 1491 images (2072 near-duplicate 
pairs and 1108723 non-duplicate). 

B. FIRST STAGE 
Our first goal was to detect whether it is possible to distinguish 
near-duplicate image pairs from non-duplicate ones using some 
threshold vT for different existing methods M. During this stage 
we used only the first 100 images and pairs generated for them 
from INRIA Holidays dataset.  

We tested various methods with different options and 
created a frequency histogram for decision value for pairs of 
images in order to calculate the threshold that allows us to split 
classes. The rough quality for this split was evaluated by the 
sum of accuracies for near-duplicate (ND) and non-near-
duplicate (NND) classes, but keeping accuracies for both 
classes at least greater than 0.8. 

C. SECOND STAGE AND SEQUENCE OF METHODS 
We want to build an effective system using very few samples. 
4950 pairs have been used at the first stage when the overall 
quantity of dataset include 1110795 pairs, so we used the first 
0.4% of the data to build up the small comparison model and 
apply it to the entire dataset. 

It is clear that using more data should make the performance 
of the first stage better but will require more time. Taking into 
account the variety of existing methods and parameters and our 
goal to test a lot of them, we decided to use only 100 images at 
the first stage.  

The accuracy for both classes is also expected to decrease 
in the second stage compared to the first; the question is how 
much it will decrease. 

When the accuracy provided by one method is not high it is 
possible to build up a cascade or ensemble of different 
methods. The cascade of methods includes the processing of 
the data in a waterfall manner, stage by stage, with various 
methods. The ensemble models combine the results of various 
methods to make some joint decisions via aggregation. 

We will build a model, that is similar to both cascade and 
ensemble. Let v1 =M1(I1, I2) be the value returned by the first 
method that makes the decision using threshold vT1. Let L and 
H be the constants that define minimal and maximal values for 
the neighborhood near vT1 to estimate whether the decision is 
confident.  

We claim the decision to be not confident if v1 ≥ LvT1 and 
v1 ≤ HvT1. In this case we use the decision made by another 
method M2(I1, I2) and the corresponding v2 and vT2 values. 
Using additional methods and verifying their confidence is also 
an option. 

Figure 2 depicts the entire approach, which includes 
method estimation at various stages. 
 

 

Figure 2. Two-stage proposed approach. 

V. RESULTS AND EXPERIMENTS 
The logic of performing experiments is the following.  

We use each method M with various parameters to compare 
all pairs of images of the part of the dataset for the first stage 
and save v = M(I1, I2) for ND and NND separately. Following 
that, we measure spread (reach) for all values for both classes 
and choose vT value that maximizes the sum of accuracies for 
both classes. We also take into account the balance between 
accuracies, e.g., we prefer both accuracies to be 0.8 rather than 
0.7 and 0.95. As a result of this stage, we have methods with 
the best accuracy.  

During the second stage we estimate accuracies for both 
classes for these methods, using estimated thresholds vT. 

Finally, we propose the use of a combination of methods to 
achieve better results. 

A. PIXEL-BASED METHODS 
Firstly, we consider MSE, NMSE, and SSIM (implementations 
from skimage.metrics [16] were used). All these methods 
require the same size of images and have no other options, so 
we have performed resizing to the smaller image in pair. 

Fig. 3 shows the spread of MSE values for ND and NND 
pairs of images. As one can see, they are intersecting. Values v 
for ND pairs vary from 549 to 20817; values for NND images 
are in the [1300; 30700] range. We built histograms for these 
values and plotted them as graphs in Fig. 3. After that, we found 
the threshold that allows us to distinguish ND from NND 
classes. Let us assume that if MSE is greater or equal to 1000, 
the pair of images represents ND. In this case we will 
successfully classify 98% of the ND cases but 0% for NND. 
So, for all methods we try to get a threshold that provides the 
best accuracies for two classes. 

For MSE we were able to achieve only 32% accuracy for 
ND and 33% for NND using vT=5400 threshold. NMSE allows 
us to get pretty similar results; normalization does not improve 
the situation. 

SSIM frequency values for ND are in the range [0.06; 0.77] 
and for NND between 0.06 and 0.7. Despite such strong 
intersection (Fig. 4), one can see that more ND pairs exceed the 
0.4 threshold and more NND pairs don’t. The effective 0.4 
threshold allows us to properly classify 59% of ND and 76% of 
NND, while the vT=0.35 threshold allows reaching 66% 
accuracy for both classes. 

LSH is one of the ways to reduce data dimensionality and 
build short signatures (hashes) of the image. Hash values 
should be similar for similar images. The hashing process 
includes rescaling an image, grayscaling, and building a binary 
image mask to generate a hash. The difference hash we used 
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here includes a comparison of pixel rows and assigning black 
(or white) to the pixels with higher intensity. Here, we adopted 
this to increase the stability of the results and include a 
minimum gap of 20 intensity points to ensure the difference 
between pixels is strong enough. 

Signatures are compared by splitting them into bands and 
looking for partial similarity. So, the usage of LSH requires size 
of hash (approximate size to downscale initial image to) and 
quantity of bands to be set up. We used the implementation of 
LSH available in [7], excluding the search of the signature of 
the first image in all other images in the dataset but just building 
and comparing two signatures for the pair of images being 
considered.  

We performed experiments with different parameters and 
the best result we achieved was 53% accuracy for ND and 65% 
accuracy for NND for hash size 16 and 32 bands. 

The last method we tested is the comparison of histograms 
[6]. This method consists of transforming the image to HSV 
color space, splitting the ranges for H (0-180) and V (0-256) 
into 40 bins each, normalizing and comparing them. The full 
implementation is available in [6].  

Testing on the first 100 dataset images is promising, the 
similarity values for ND vary from 0.06 to 0.99, corresponding 
values for NND are in range (-0.11; 0.96), decision threshold 
vT=0.35 allows us to classify correctly 85% both ND and NND 
representatives. The visualization of frequencies for similarity 
values is shown in Fig. 5. An additional ND curve with 
magnified amplitude is added for better trend visibility. 

B. FEATURE-BASED METHODS 
The work of feature-based methods includes three stages: using 
point detectors to get points of interest, building descriptors for 

these points, and finally matching descriptors. Different 
detectors may be combined with different descriptors. In this 
paper we used BRISK detector and descriptor, ORB descriptor 
was tested with Harris and FAST detectors.  

There are also different known descriptors matching 
techniques, in this work we used brute force and K−nearest 
neighbor search. Additionally, Lowe test ratio as well as 
regular filtering of matches were applied. 

A lot of methods belonging to this class have various 
parameters that justify their work. Additionally, there are 
different methods to compare descriptors and filter them.  

We tested BRISK, AKAZE, and ORB with different 
options. 

The best result for BRISK we achieved with the detection 
threshold of 60 according to [17]. Matches with a Hamming 
distance only less than 64 were used after a brute force match 
between all descriptors. If the quantity of matched points is at 
least 4, we will conclude that the pair of images contains near-
duplicates, and this threshold yields 84% ND and 85% NND 
correct classifications.  

For AKAZE we used the upright KAZE descriptor [18] and 
filtered out matches with a distance greater than 50. Making the 
decision by threshold 4 makes it possible to classify correctly 
88% ND and 85% NND pairs.  

A lot of parameters for ORB were tested. The best 
combination includes FAST keypoint detector, 10000 features, 
filtration of matches to use ones with distances less than 64, 
and KNN matcher with Lowe test ratio 0.75 [19]. 86% of ND 
have at least 52 matches and 89% of NND have less, than 52. 
Probably, these values may be better when using more features, 
but this will require more time. 

 

 
Figure 3. MSE frequency values. 

 
 
 
 

 
Figure 4. SSIM frequency values. 
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Figure 5. Histogram frequency values. 

 
As a result of the first stage, three methods were chosen to 

perform full-scale modeling using the entire dataset. These 
methods and corresponding accuracy values are shown in Table 
1. As one can see, the accuracies are much worse now. It is 
obvious that comparing histograms is much faster and it better 
classifies ND than NND. 

Table 1. Results of the modeling on the entire dataset 

Method and description 
Stage 1 

accuracies 
(ND, NND) 

Stage 2 
accuracies 
(ND, NND) 

Average 
time per 

image pair, 
s. 

Histogram 
40x40 bins 

 for H and V channels, vT =0.35 

84.76%, 
84.52% 

83.97%, 
79.83% 

0.3 

ORB 
10k features, FAST corner 

detector, max allowed distance is 
64, KNN with Lowe test ratio 

0.75, vT =52. 

85.71%, 
88.59% 

67.86%, 
86.08% 

1.7 

BRISK 
Point threshold detection is 60, 

max allowed distance is 60, brute 
force matching, vT =4 

83.81%, 
84.69% 

65.54%, 
83.43% 

1.7 

C. SEQUENCE OF METHODS 
Let us look at ways to improve accuracy by using a 
combination of several methods. As the first method, it is 
possible to choose the comparison of histograms. If the 
decision on it is not certain (close to the threshold value), it is 
possible to use the result of classification by another method 
(for example, ORB). The simulation results showed that the 
combination of these methods allowed one to correctly classify 
85% of pairs for both the ND class and the NND, which is a 
good result. 

The method based on the comparison of histograms with 
the decision threshold vT =0.35 was chosen as the first method. 
Thus, 885064 (79.93%) pairs that were not similar and 1740 
(83.98%) ND were correctly classified. The decision was 
considered confident if the value for its adoption was outside 
the 30% deviation of vT i.e, greater than 0.455 or less than 
0.245. There were 908851 such values (82.97%). For pairs of 
images whose histogram comparison values ranged from 0.245 
to 0.455, the comparison of key points using the ORB method 
was used. This allowed us to correct the results of the 
classification for 76 pairs of ND, while 45 correctly classified 
pairs were lost. The corresponding quantity for corrected pairs 
composed of NND images was 70688, while 16343 previously 
correctly classified pairs received an incorrect class label. After 
such a correction, we have about 85% of the correctly classified 

pairs both for ND (1771 of 2072) and NND (939409 of 
1108723) classes. The average time per pair of images 
processed with this correction is 0.6 sec. 

An example of such corrections is shown in Fig. 6. A pair 
depicted in Fig. 6 is known to be the pair of near-duplicates. A 
comparison of histograms shows a similarity value of 0.27, 
which is less than the decision threshold of 0.35, so this pair is 
classified as NND using histograms. But the ORB comparison 
finds 409 matched descriptors which is significantly higher 
than threshold 52. So, the final classification is ND. 

Of course, this is true – a second check may change the 
initially correct classification result after the first method. 

  

Figure 6. Near-duplicate images. 

VI. DISCUSSION 
The main approach for ND searching covered in most scientific 
papers relates to the search for the most similar (in some terms) 
image in the entire dataset – Content-based Image Retrieval 
problem. So, one image, typically in the form of its features, is 
compared to all existing ones.  

This is not what we do here, because we compare only two 
of images. Commonly, we can say that the task of searching for 
the most similar image can be represented as a comparison of 
each image with all the others in pairs, measuring the similarity 
score for each pair and comparing them. The methods 
developed for this approach are not always suitable for 
comparison of the independent images on a single pair.  

It is also shown in the Results and Experiments section that 
a lot of known image comparison methods do not work 
successfully enough to detect ND pairs in the scope of the 
massive experiment. 

Here we are going to compare our results with one of the 
best methods based on the neural networking CLIP 
(Contrastive Language-Image Pre-Training) approach. It is a 
model trained on the (image, text) pairs and it can be used to 
predict text based on the image. This model maps images and 
text to the same numerical vector space. We used sentence 
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transformers implementation and the “clip-ViT-B-32” CLIP 
model here [20, 21]. 

After the first stage, this method allows us to get 0.91 
accuracy for both classes with vT=0.8 (meaning if the similarity 
ratio for a pair of images is greater than or equal to 0.8, we 
classify it as ND). Testing on the entire dataset shows the NND 
detection accuracy to be more than 99% and almost 92% for 
ND pairs. The average classification time per pair of images is 
about 2.1 seconds, of which 1.3 are spent for loading the CLIP 
model. 

The other approach we compared our results against is the 
direct matching of the outputs of the pretrained neural network. 
We used ResNet50 with pretrained ImageNet weights without 
top classification layers, followed by the comparison of output 
features values for pair candidates with the cosine similarity 
measure [22, 23]. The results of modeling after the first stage 
with the effective threshold vT=0.2 were 90% for ND and 87% 
for NND classes and after the second stage they were 91% and 
90%, respectively. The average processing time is 0.8 seconds, 
and additionally, loading the ResNet model requires 1.1 sec. 

We also tested the image similarity measurement module 
from the DeepRanking approach [24, 25] but it seems not to be 
applicable to our methodology or dataset as the distances for 
ND and NND are significantly intersecting (the accuracies for 
both classes at the first stage are lower than 30%). 

As a summary for this section, it is obvious that the 
approaches based on the artificial neural networks could reach 
better accuracy (as expected), but they require more time 
(firstly for the loading of the bigger models) compared to the 
approach discussed in this paper. 

VII. CONCLUSION 
The enormous quantity of images stored on the different 
devices and occupying a lot of physical memory requires 
automatic methods to process and analyze them. One of the 
problems with such processing is the search for near-duplicate 
images. 

The scientific novelty of the proposed paper includes the 
method of image pair comparison that uses the sequence of 
different image matching methods to detect near-duplicates 
with known accuracy and time. 

The practical significance of the results includes a ready-to-
use method for comparing two images and searching for near-
duplicates. Additionally, the effective thresholds and 
parameters for different image comparison methods are found 
as a result of experimental modeling. It is also shown, that the 
proposed method has better performance compared to the more 
effective neural network models. 

Prospects for further research relate to the improvements in 
two key indicators of the proposed methods, namely accuracy 
and processing time.  
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