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Abstract. Problem. The problem of building models and methods of forecasting the daily need for urban
water is considered. Much more attention needs to be given to forecasting methods if utilities are to
make decisions that reflect the level of uncertainty precisely in future daily demand forecasts. Daily
water consumption, unlike annual and monthly water consumption, is much more highly dependent on
chance. Goal. The main goal of this paper is to obtain enough accurate forecasts of daily urban water
consumption. Method. An algorithm for calculating the urban daily water demand forecast based on
the concept of same-type days of water demand for previous years has been suggested. Scientific novelty.
The originality of the method lies in the fact that it does not use neural network models, but still makes
it possible to obtain enough accurate forecasts of daily urban water needs. Results. The presented
algorithm for calculating the urban daily water demand forecast has been implemented in the form of a
software package and has been tested for many years in real-life conditions. The average absolute
percentage error of the daily forecast of urban water demand for one month does not exceed 5 %.
Practical significance. The practical value of this work lies in the fact that the presented software complex
for calculating the forecast of the city's daily water demand can be used in the information services of
city utility companies to make operational and tactical decisions regarding the provision of water supply
services to the population.
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Introduction

When making operational, tactical, and
strategic decisions by municipal utilities of large
cities (municipal water service companies), it is
important to have a reliable forecast of the urban
daily water demand. For example, municipal
utilities need to be aware of the clean water
demand several days in advance to ensure this
demand with both the sufficient work of pumping
stations that pump water and the proper work of
treatment  plants. Thus, the uncertainty
accounting in the forecasts of urban water
demand allows the municipal utilities to optimize
their operating and investment decisions. Thus,
the development of methods and models for
urban water demand forecasting, which would
adequately describe the process of daily changes
in urban water demand and allow to building
reliable forecasts of future daily water demand in
the city is a crucial task.

Analysis of publications
Currently, the world pays a lot of attention to
the issue of urban daily water demand forecasting
[1-10], but in Ukraine this issue is almost not
considered.
In recent years, a significant number of articles
on water demand forecasting have been

published in specialized economic, financial and
econometric journals around the world.

Thus, publication [1] reviews the literature on
urban water demand forecasting, published from
2000 to 2010 in order to identify methods and
models useful for solving the problem of water
supply of a particular water utility. The results of
their research show that, although a wide variety
of methods and models are worth noting, the
application of these models in practice differs
depending on the behavior of the variable (water
demand), its periodicity and the forecast horizon.
In this paper, it has been concluded that while
artificial neural networks are more convenient for
short-term forecasting, econometric models
combined with modeling and scenario-based
forecasting, tend to be more effective when used
for long-term strategic decisions.

In article [2], its authors suggest a relatively
new method of artificial neural network (ANN)
for modeling and forecasting urban water
demand. The results of their research have
showed that the model of water demand
forecasting using an artificial neural network
provides an effective way to forecast the
domestic water demand in Weinan city in China.
The assessment of the model has showed that the
correlation coefficients are more than 90 % for
both training and test data.
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The scientific paper [6] considers the
construction of an adaptive model of water
demand forecasting, which was put into
operation in 1996 and currently forecasts water
demand in the Netherlands. Real calculations and
graphs are given, the composition of the
forecasting model is described in detail and its
accuracy and results of its implementation for
2007-2011 have been analyzed, and also it has
been revealed that this model allows to cope with
rapid changes in demand caused by weather
conditions, slow seasonal fluctuations and even
social-economic cataclysms.

In article [3], its authors, M. K. Tiwari and
J. Adamowski, propose a new hybrid neural
network model (WBNN) for urban demand
forecasting of water resources in the short term
(1, 3 and 5 days, 1 and 2 weeks, as well as 1 and
2 months). The authors tested their method using
data from Montreal city of in Canada. As
determined in this research, the use of maximum
air temperature and total precipitation in wavelet
analysis improves the accuracy of water demand
forecasts.

A multi-scale relevance vector regression
(MSRVR) approach for daily urban water
demand forecasting has been suggested in the
scientific publication [4]. The approach uses a
stationary wavelet transform to decompose the
time series of daily water supplies on different
scales. At each level, wavelet coefficients are
used for a computer model teaching by the
relevance vector regression (RVR) method. The
calculated coefficients of the RVR model outputs
for all scales are used when restoring the results
of forecasting using the inverse wavelet
transform. In order to facilitate forecasting in the
MSRVR approach, the features of the uncertainty
of the daily time series of water demand are
analyzed in order to determine the input variables
of the RVR model. The MSRVR approach has
been assessed using real data collected from two
hydraulic  structures and compared with
traditional methods. The results of the authors'
research have shown that the proposed MSRVR
method can forecast a daily urban water demand
much more accurately than traditional ones in
terms of a normalized standard error, a
correlation coefficient and a mean absolute
percentage error.

Based on the above review of the literature, it
can be concluded that most often when
forecasting the urban water demand for a short
term, the neural network models and combined
(hybrid) models are used.

Neural network and hybrid models [5-10], in
contrast to classical ones, can modulate nonlinear
connections, are scalable, highly adaptive and
have many examples of application. Many
researchers emphasize the correlation of water
demand with weather conditions and other
factors, so exactly these models allow to cope
with rapid changes in demand that may be caused
by seasonal fluctuations, weather conditions, or
even socio-economic problems in the society.

Purpose and statement of the problem

A method based on the concept of same-type
days in previous years will be considered in this
paper. This method does not apply the neural
network models but still allows us to obtain
enough accurate forecasts of daily urban water
demand.

The main goal of this paper is to obtain enough
accurate forecasts of daily urban water
consumption using a method based on the
concept of similar days for previous years.

Presenting the main material

The need to forecast an urban water demand
arises for both long-term periods (annual and
monthly) and short-term periods (daily and
hourly). At the same time, the main problem
related to forecasting accuracy arises when
forecasting a daily water demand, despite the
existence of the main seasonality of seven days,
as well as the seasonality per year. This is
primarily due to the holidays, both with a fixed
date (for example, January 1 or March 8) and
holidays fixed to the weekend (for example,
Orthodox Easter or Trinity), as well as with
transfers of working days to other days.
Therefore, to increase the accuracy of the daily
forecast, we will apply the idea of same-type days
for previous years.

The time series of daily water demand refers to
the calendar time series. Calendar time series (not
necessarily time series of water demand) occur
whenever they contain indicators related to
people’s life. Calendar time series of daily
indicators are characterized by the fact that their
values depend on the following factors:

- which day of the week corresponds to this day;
- whether this day coincides with holidays, pre-
holiday, or post-holiday days;

- to which month of the year this day belongs.

The concepts of regular and irregular days
have been introduced in order to distinguish the
days in the calendar time series. Irregular days
mean the days that are festive, pre-holiday, or
post-holiday. They are called fixed irregular days
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if they fall on pre-known fixed dates. Non-fixed
irregular days will include days that coincide
with religious holidays, or which fall on the
transfer of days of the week, etc. All those days
that do not belong to irregular days will be called
regular days.

It is necessary to have statistics of the values
on this series over the past few years in order to
analyze a calendar time series.

Let us consider the algorithm for calculating
the forecast of daily water demand, which is
based on the above concept of regular and
irregular days.

The calculation of the daily water demand
forecasting is carried out for the whole month and
is based on a hierarchical principle: firstly, the
forecast of the average daily water demand for
the said month is calculated, and then the forecast
is calculated by days, i.e. the monthly water
demand forecast is distributed by days of the
month.

According to the conducted research, the time
series of daily water demand can be conveniently
replaced by a time series of contribution indices.

The value C (n, k, d) will be called a
contribution index of the d-th day, belonging to
the k-th month of the n-th year:

C(n,k,d) = Y(n,k,d)/Ya(n,k), (1)

where Y(n, k, d) is a value of daily water demand
on the d-th day of the k-th month of the n-th year,
Ya(n, K) is a value of the average daily water
demand for the k-th month of the n-th year.

The study of these indices has shown that in
different years you can find the same-type days
in which the contribution indices are
approximately equal.

Now the algorithm for obtaining a daily water
demand forecast will be described. Suppose you
need to make a forecast ¥,,,.(n, k, d) on the d-th
day of the k-th month of the n-th year. This
forecast will be calculated by the formula (2),
which follows from formula (1):

Yk d) = Y, (k) * Cpp(n K, d), (2)

where Ypr (n, K) is a forecast of average daily
water demand for the k-th month of the n-th year,
Cor (n, k, d) is a forecast of the contribution index
C(n,k, d).

The monthly forecast Y, (n, k) can be
calculated, for example, on the model ARIMA (1,
1, 1) (0, 1, 1) with seasonal lag 12. The structure

of the Box-Jenkins model for the monthly water
demand forecast was chosen to satisfy the
following condition: the average absolute
percentage error (for one year) of the forecast
with one month's warning does not exceed 1.5 %.
Quite a detailed description of the analysis of this
model is given in the paper [11]. Therefore, it
remains to describe the method of finding the
forecast of the contribution index Cyr (n, k, d).

For regular days, the value Cyr (n, k, d) is a
moving average of the contribution indices of the
same-type days, taken from a given number of m
years preceding the n-th year. To do this, you
must first determine the numbers of the same-
type days.

In the (n-1)-th year, a day identical to the d-th
day of the k-th month of the n-th year will also
belong to the k-th month. Denote the number of
this day in the month by ds (1). Then, ds(i) =
=d+2, if (mon(n, 4 = 0 and k> 2) or
(mon(n-1,4) = 0 and k<2). In other cases dg(i) =
=d+ 1.

Denote by Ndm (k,n) a number of days in the
k-th month of the n-th year, and by hy(1) - a
difference between ds(1) and d. Next, ds(i) as a
number of the same-type day in the (n-i)-th year
for i > 2 will be recursively determined.

Suppose the number ds(i-1) has been already
found. Let us introduce hs(i-1) = ds(i-1) — d. Then
hs(i) is determined by the following rule:

h (i) = hy(i) + Ah,

where Ah = 2, if (Ndy(n-i) =366 and k>2) or
(Ndy(n-i) = 366 and k<2). In other cases Ah = 1.
Here Ndy(n-i) is a number of days in the (n-i)-th
year. In this case, if hs(i)>3, then hs(i)= hs(i) — 7
(here "7" is a number of days per week). Finally,
we consider:

ds(i) = d + hy(i).

The suggested method for determining the
same- type days provides the maximum
proximity of the same-type day dg(i) to the
starting day d.

Now let us determine the contribution index
C,(i, k, d) of the same-type day d (i) for day d.
It will be determined by the following rule:

1.C,(i,k,d) = C(n— 1,k,dy(i) ),
if 1 <ds(i) < Ndm(n—ik),
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2.C,(i, k,d) =
C(n—1,kNdm(n-ik))Y(n-1,kds(i)—7)
Y(n—-1,k, Ndm(n-ik)—7)
Ndm(n — i, k);

if dy(i) >

, Cn-1k )Y (n-1kds(D)+7
3.C4(i,k, d) = @ y)(nEnLk,s) < )’

if d(i) < 1Tak ¢ {3,10,11};

4'CS(il k, d) = Cs(i - 1! k; d),
if d;(i) < 1Tak € {3,10,11}.

Thus, for fixed irregular days, the contribution
index forecast is equal to the contribution index
of the d-th day of the k-th month of the next year,
which contains the same-type irregular day. For
example, the forecast for December 31, 2007 is
determined by the value of the contribution index
for December 31, 2001, as both of these days fall
on Monday.

Finally, for greater accuracy, let us determine
for regular days:

1457, Cs(ikd
Cpred(nr k. d) = %a (3)
therefore, for regular days, the value
Cprea(n, k,d) is the moving average of the
contribution indices of the same-type days, taken
from a given number of m years, which are
previous to the n-th year.

The forecast Cpreq(n, k, d) for fixed irregular

days will be found according to the rule:
Cpred (n' k, d) = C(n(S), k, d)v (4)

where n(s) is a number of the year comprising the
same-type irregular d-th day of the k-th month for
the n-th year, so that the contribution index
forecast coincides with the index of the same-
type irregular day.

In general, the value of n(s) is found from
Table 1.

Table 1- Table for determining a number of the year
comprising the same-type irregular day

mod(n,4)= | mod(n,4)= |mod(n,4)= mod(n,4)=
=0 =1 =2 =3
k<2 | n(s)=n-6 | n(s)=n-5 [ n(s)=n-11 |n(s)=n-6
k>2 | n(s)=n-5 | n(s)=n-11 | n(s)=n-6 |n(s)=n-6

For example, forn=2008,k=1,d=1,n(s) =
2002, because January 1, 2008 and January 1,
2002 fall on Tuesday.

For the case when it is necessary to obtain a
forecast for irregular non-fixed days, the forecast

for these days is firstly calculated on the
assumption that these days are regular. Then they
are adjusted using correction factors, which are
calculated from the analysis of similar irregular
days in previous years.

Since the daily forecast is calculated on the
basis of the projected average daily value for a
month, the errors of the daily forecast, calculated
for the month ahead, increase by the error of the
forecast of the average daily value for a month.
To reduce the errors of the daily forecast, it was
advisable to apply the adjustment of daily
forecasts by obtained actual values of daily water
demand during a month.

The method of calculating the daily water
demand forecast, given above, is implemented in
software and included in the software package
"Forecast".

Here is a brief description of the software
package "Forecast" designed to forecast urban
water demand, both long-term (annual, monthly)
and short-term (daily, hourly).

The calculation of the current forecast of
urban water demand is carried out sequentially,
starting with an annual one and then descending.
At the same time, the annual forecast is a basis
for a monthly one, the monthly one - for a daily
one, and the daily one - for an hour one. The
algorithm for calculating the forecast of hourly
water demand is described in [12].

The daily forecast includes the following
modes: a forecast for the current month, a
forecast for the next month and a retrospective
forecast. The retrospective forecast is a forecast
for a period of time for which the actual data is
already available, but they are not used when
setting up the forecast model. The peculiarity of
the daily forecast (in the software package
"Forecast") is that it is calculated immediately for
all days of a given month. It means that during
the month the previously calculated forecast of
the average daily water demand for a month
should be adjusted according to the obtained
actual data. To increase the accuracy of the daily
forecast, it is necessary to take into account the
impact of irregular days, i.e. days when the
demand is quite different from neighboring days.
The list of irregular days should be prepared in
advance.

Fig. 1 and fig. 2 show graphs of the
retrospective forecast of daily water demand in
some large city in Eastern Europe for December
2008 and January 2009 in order to illustrate the
effectiveness of the suggested method of
forecasting. Fig. 1 shows the case when the days
of December 31 and January 1 are considered as
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regular days, and Fig. 2 shows the case when
these days are already marked as irregular ones.
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Fig. 1. Graph of the retrospective forecast of
daily water demand for the case when the days
of December 31 and January 1 are considered
regular days
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Fig. 2. Graph of the retrospective forecast of
daily water demand for the case when the days
of December 31 and January 1 are considered
irregular days
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Fig. 3. Graph of the retrospective forecast of
daily water demand for April 2006

Asitisclear from Fig. 1 and Fig. 2 the forecast
for December 31 and January 1, when they are
considered as irregular days, is much better.

Fig. 3 shows the graph of the retrospective
forecast of daily water demand for April 2006.
That year, the Orthodox Easter fell on April 23,
so when forecasting this date was defined as a
non-fixed irregular day. Also, when calculating

the daily forecast for April, the date of April 30
was considered an irregular (but fixed) pre-
holiday.

In general, the mechanism of using the
concept of irregular days in the daily forecast
allows getting a forecast with a relative error not
exceeding 5 %.

It should be noted that a sharp change in air
temperature also affects the accuracy of the daily
water demand forecast. This is noted by other
researchers as well, for example [1, 2]. With
decreasing air temperature, the water demand
increases, and with increasing temperature, on
the contrary, it decreases.

Conclusions

Daily forecasting of the water demand is an
effective measure for planning the operation of
urban water supply facilities. Uncertainty
assessment in urban water demand forecasts
enables the public utilities to optimize their
operating and investment decisions.

A review of the literature on forecasting the
demand for water resources that has been
published recently is presented.

A method allowing to obtain sufficiently
accurate forecasts of daily urban water demand,
but does not use neural network models, is
suggested. The method is based on the concept of
the same-type days for previous years. The
algorithm of the method is implemented in
software and included in the software package
"Forecast”". The suggested method has passed
many years of testing in real conditions of
application, which confirmed its effectiveness.
The average absolute percentage error of the
daily forecast of urban water demand for one
month does not exceed 5 %.
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IIporHo3yBaHHsI MiCbKOTO 1000BOT0
BOJOCIIOKABAHHS

Anomauin. Posensinymo modeni ma  mMemoou
npoeHo3yeanus micbkoi nompebu y 600i. Habaeamo
Oinviue yeacu HeoOXIOHO npudinamu Memooam
NPOSHO3YBAHHS, SIKUO KOMYHALbHI NIONPUEMCMEA
Maomv npuimamu piuienns, aKi 8i000padcamumyms


http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
https://doi.org/10.1155/2020/8868817
http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
http://www.sciencedirect.com/science/article/pii/S0022169414003977
https://doi.org/10.1155/2020/8868817
https://doi.org/10.30748/soi.2018.153.04
mailto:zadachinvm@gmail.com
mailto:frolgx@gmail.com

Bicuuk XHALJY, Bun. 100, 2023

Di6eHb HeGU3HAYEHOCMI came 8 WOOEHHUX NPOSHO3AX
nonumy. /loboge cnocuganus 600U, Ha 8iOMIHY 8i0
PIYHO20 MaA MICAYHOL0 CIOMHCUBAHHS BOOU, 3ANEHCUTNL

810 pisHOManimuux eunaokis. OcHO8HOI0 Memorto yici

pobomu € OMpUMarHs AOCMANHLO MOYHUX NPOSHO316
00008020 8000CNONCUBAHHA Micmd. 3anponoHosano

aneopumm po3paxysanHs NpocHO3y MiCbKoi 0000601

nompebu 600u Ha OCHOBI KOHYenyii 0OHOMUNHUX OHIG
6000CNOICUBAHHSL 3a nonepedHi poku. Lleti memoo He
BUKOPUCIMOBYE MOOET HEUPOHHUX MePedIC, ale 6Ce JC
00380J15€ OMPUMAMU OOCUMb MOYHI NPOSHO3U W00
wjooennoi micokoi nompedbu y 600i. Ilodanuil

aneopumm po3paxysanHs NpPOcHO3)y MiCbKoi 000060i

nompedu y 800i peanizoeanuii AK — NPOSPAMHULL
KOMNIEKC, 3ACMOCOSAHULL )  PeanrbHUux YMOB8ax.
Cepeodns abcontomua 8i0comkosa noxubxka 00606020
NPO2HO3Y B00O0CNONCUBAHHS.  HA OOUH MICAYb He

nepesuwye 5 %. Pospobnenuii npoepamnuti Komniexc
0N pO3paxy8amHs NPOZHO3Y Micbkoi 0000607
nompebu y 600i Modce Oymu SUKOPUCMAHUL 8
iHgopmayitinux  crysxcOax MIiCbKUX KOMYHATbHUX
nionpuemcme O NPUUHAMMA — ONEPaAMUGHUX,
MAKMUYHUX [ CMpameivHux piuienb wooo HAOAHHs
nociye 6000NOCMAYAHHS HACENEHHIO.
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