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INTRODUCTION

Decision support systems are a modern direction of application of computer
science achievements in information management systems. This field is developing
rapidly due to the growth of computer power and the improvement of optimization
and modeling methods, in particular the development of the theory and practice of
neural networks.

A feature of this course is a systematic overview of different approaches to
modeling the decision-making process, from traditional ones based on deterministic
models to the latest approaches to modeling non-linear non-stationary stochastic
systems. The course has a practical orientation, specific approaches and proposed
tasks are considered, according to the considered areas of modeling the decision-
making process.

The purpose of the course is the formation of higher education students'
outlook on the issues of information management of complex processes and the
acquisition of skills in the practical application of optimization methods and decision-
making in various systems.

The objectives of the course are:

- familiarization of students of higher education with the concept of a decision
support system, algorithms and technologies used in such systems;

- familiarization with modern achievements in solving practically significant
optimization problems;

- familiarization with modern achievements regarding the application of
forecasting (regression) in solving practically significant problems;

- familiarization with modern achievements regarding the application of
regression in solving practically significant problems;

- mastering technologies that implement elements of artificial intelligence in
relation to decision-making tasks. The object of the course is the software
development process.

The subject of the course is technologies and methods of building algorithms
for optimization, regression analysis, classification analysis, data systematization
using elements of artificial intelligence.

The object of the course is the process of creating software for decision support
systems.

The learning outcomes and competencies formed by the course are defined in
table 1.

Table 1
Learning outcomes and competencies formed by the course
Learning outcomes Competencies
LOO05 GCo01, GC02, SCO01, SC02
LOI13 GCO01, GC02, SCO2




LO15 GCo02, SC10, SC13
LO18 GCO02, SC07, SC13
LO19 GC02

LOO05. Know and apply relevant mathematical concepts, methods of domain,
system and object-oriented analysis and mathematical modeling for software
development.

LO13. Know and apply methods of developing algorithms, designing software
and data and knowledge structures.

LO15. Motivated to choose programming languages and development
technologies to solve the tasks of creating and maintaining software.

LO18. Know and be able to apply information technologies for data
processing, storage and transmission.

LO19. Know and be able to apply software verification and validation
methods.

GCO1. Ability to think abstractly, analyze and synthesize.

GCO02. Ability to apply knowledge in practical situations.

SC02. Ability to participate in the design of software, including modelling
(formal description) of its structure, behavior and processes of operation.

SC10. The ability to accumulate, process and systematize professional
knowledge about creating and maintaining software and recognizing the importance
of lifelong learning.

SC13. The ability to reasonably choose and master software development and
maintenance tools.

COURSE CONTENT

Content module 1: Decision support in deterministic systems

Topic 1. Fundamentals of control process and optimization

Conceptual apparatus in the field of control of complex systems. Concept of
the system. Open and closed systems. System-forming connections. Feedback as the
basis of control. The concept of control.

Decision-making as a component of control. The concept of a decision support
system.

Decision making strategies: 1) optimization; 2) the first that is acceptable; 3)
strategy of aspect exclusion; 4) incremental; 5) mixed scanning (viewing); 6)
analytical and hierarchical approach.

The concept of optimization. Objective function. Optimization with constraints.
Optimization without constraints.

Artificial intelligence in control systems. Features of building the human-
machine interface of the future. Prospects for the development of artificial
intelligence. A range of tasks to which artificial intelligence is involved.



Effectiveness of using artificial intelligence in control systems. Problems of
information security in the conditions of artificial intelligence application.

Topic 2. Methods of optimization and decision-making based on a
continuous deterministic objective function

Methods of multidimensional optimization. Basic concepts and definitions. The
concept of convergence. The rate and order of convergence. Approaches to numerical
analysis error estimation.

Optimization methods in problems with a linear objective function.

Descent methods. Coordinate descent methods. Gradient descent method.
Newton's method. Heuristic optimization methods. The deformed polytope method
(also Nelder—Mead method and its modifications, downhill simplex method, amoeba
method, or polytope method).

Evolutionary algorithms in solving multidimensional optimization problem.
The particle swarm method. Genetic algorithm of multidimensional optimization.

Numerical methods of predicting the deterministic systems parameters.
Interpolation and extrapolation. Numerical methods of solving ordinary differential
equations. Numerical methods of solving equations in partial derivatives.

Examples of management problems that can be solved based on the search for
extrema of a continuous deterministic objective function.

Topic 3. Control in discrete systems. Knowledge base models

Deterministic classification systems as a component of the information control
system. Methods of building a knowledge base. Facts as the basis of the knowledge
base. Semantic network. Development of a knowledge base on frames (frames).
Using chains of reasoning for deductive reasoning. Application of trees to organize
data.

Topic 4. Methods of optimization and decision-making based on discrete
models

The concept of inference based on deterministic discrete models. Intelligent
turn-based games. Algorithm construction methods. Classification as establishing
relationships between objects. Evaluation and comparison of solutions. Work of
experts, consideration of expert evaluation. Statistical processing of expert
evaluations.

Search and optimization algorithms on graphs. Graph exploration methods.
Methods of exhaustive search and heuristic methods of optimization. Dijkstra's
algorithm. Productions as a rules system for building chains of successive states of a
discrete deterministic system.

Content module 2: Control in stochastic systems
Topic 5. Forecasting in uncertainty conditions
Sources of uncertainty. The synergistic approach as a methodology for the

study of complex non-equilibrium systems. Formulation of the forecasting problem in
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conditions of uncertainty. Models of a system, optimization criteria of model
parameters. The method of least squares as an approach to determining model
parameters. Linear and non-linear regression models. Neural network as a specific
form of representation of functional dependencies. Activation functions.
Determination of model parameters (machine learning) as an optimization problem
solution. Error backpropagation algorithm. Advantages of hardware implementation
of neural networks.

Software tools for modeling in conditions of uncertainty. Modeling neural
networks in Python, using pycaret, numpy, pandas modules.

Topic 6: Methods of optimization and decision-making based on stochastic
models

Examples of forecasting problems under conditions of uncertainty. Topologies
of neural networks. Multilayer neural networks. Kohonen network. Backpropagation
neural networks. Neural networks of Hopfield and Hamming. Networks with radial
basis functions (RBF). Probability Neural Network (PNN). Generalized regression
neural network (GRNN - Generalized Regression Neural Network). Linear neural
networks.

Neural network modeling software. Modeling neural networks in Python, using
pycaret, numpy, pandas modules. Neuro-fuzzy modeling in the MatLab environment.

Topic 7: Classification analysis under conditions of uncertainty

Classification analysis as a component of the control process.

Concept of classification analysis. Discriminant analysis. The essence and task
of discriminant analysis. Conditions for discriminant analysis. Parametric methods of
discriminant analysis. Fisher's linear discriminant analysis.

The concept of dimensionality reduction. Why is dimensionality reduction
needed? Feature selection and feature extraction. Methods of dimensionality
reduction.

Neural networks as a classification method. Modern practice of using neural
networks for pattern recognition. Approaches to network architecture in image
recognition tasks.

Topic 8: Cluster analysis

Clustering procedures. Hierarchical (connectivity-based) and non-hierarchical
(Centroid-based, model-based, density-based, grid-based etc.) methods of cluster
analysis. Agglomerative and divisive methods. Algorithms of agglomerative and
divisive hierarchical clustering. Methods of grouping objects into clusters. Methods
of nearest neighbor search (NNS). Ward's method. Lance-Williams formula.

Fuzzy clustering, in which a real value is determined for each object, indicating
the degree of cluster membership. Membership function. Basic algorithm of fuzzy k-
means (Fuzzy c-means). Other methods of fuzzy clustering: Gustafson-Kessel
algorithm, fuzzy c-ellipsoid algorithm, Shell-clustering algorithm.

The list of laboratory studies in the course is given in table 2.
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Table 2
The list of laboratory studies

Name of the topic and/or task Content

Topic 1 Task 1 'Work with the decision support system in user and expert modes

Topic 2 Task 2 Construction of a decision-making algorithm based on a
continuous deterministic objective function

Topic 3 Task 3 Building a deterministic model of knowledge

Topic 4 Task 4 Implementation of a decision support system through the
construction of chains of consecutive system states

Topic 5 Task 5 Implementation of forecasting using linear and non-linear
regression models

Topic 6 Task 6 Neural network programming

Topic 7 Task 7 Solving the problem of classification analysis

Topic 8 Task 8 Solving the problem of cluster analysis

The list of self-studies in the course is given in table 3.

Table 3
List of self-studies
Name of the topic and/or task Content

Topic 1-8 Studying lecture material. Learning new material: reading and|
noting literary sources of information; watching videos

Topic 1-8 Preparation for laboratory classes. Software development
according to tasks

Topic 1-8 Training for the exam

The number of hours of lectures, laboratory studies and hours of self-study is
given in the technological card of the course.

TEACHING METHODS

In the process of teaching the course, in order to acquire certain learning
outcomes, to activate the educational process, it is envisaged to use such teaching
methods as:

Verbal (lecture (Topic 1-8), problem lecture (Topic 1-8)).

Visual (demonstration (Topic 1, 2, 4, 5), illustration (Topic 1-8)).

Practical (laboratory work (Topic 1-8), presentation, speaking in front of the
audience (Topic 1-8), business game (Topic 1, 4), interactive distance learning (Topic

1-8)).
FORMS AND METHODS OF ASSESSMENT

The University uses a 100-point cumulative system for assessing the learning
outcomes of students.

Current control is carried out during lectures, laboratory classes and is aimed
at checking the level of readiness of the student to perform a specific job and is
evaluated by the amount of points scored: (for courses with a form of semester



control as an exam) maximum amount is 60 points; minimum amount required is 35
points.
The final control includes current control and an exam.

Semester control is carried out in the form of semester exam

The final grade in the course is determined as the amount of all points
received during the current control and the exam grade.

During the teaching the course, the following control measures are used:

Current control: proving the laboratory work (48 points for semester); current
assessment (12 points for semester).

Semester control: Exam (40).

More detailed information on the assessment system is provided in the
technological card of the course.

Exam Card Example

Simon Kuznets Kharkiv National University of Economics
First (bachelor) educational level
Specialty «Software Engineering»
Educational program «Software Engineering.
Semester 1
Course «Decision Support Systems»

EXAM CARD Ne 1

Task 1 (diagnostic, 5 grade points).

Using chains of reasoning for deductive reasoning.

Task 2 (diagnostic, 5 grade points).

Forecast problem statement in uncertainty conditions.
Task 3 (heuristic, 30 grade points).

Develop a support system for car malfunction diagnostics.

Approved at the meeting of the Information System Department

Protocol Ne of « » 20
Examinator Oleksandr KOLGATIN
Head of Information Systems Department Dmytro BONDARENKO

Assessment Criteria

Exam work is performed on computers. The examination card includes 3 tasks. Each task is
graded separately and then the task grades are summarized. In total, the completed exam work is
scored on a 40-point scale. The maximum number is 40 points; the minimum that is credited is 25
points. In this case, the student gets:

task 1 - 5 points;

task 2 - 5 points;

task 3 - 30 points.

The total score for the exam consists of the sum of points for all the tasks, which are
rounded to the whole by the rules of mathematics.



Task 1 (diagnostic) is rated at 5 points as follows:

a student shows all obligatory facts according to given field of study with appropriate citing:
+ 3 points;

a student shows some examples of use the theoretical knowledge in practice according to the
given field of study with appropriate citing: + 1 point;

a student explains the problems, their interconnection and future development in the given
field of study: + 1 point.

Task 2 (diagnostic) is rated at 5 points as follows:

a student shows all obligatory facts according to given field of study with appropriate citing:
+ 3 points;

a student shows some examples of use the theoretical knowledge in practice according to the
given field of study with appropriate citing: + 1 point;

a student explains the problems, their interconnection and future development in the given
field of study: + 1 point.

Task 3 (heuristic) is rated at 30 points as follows:

correct choice of the correct solution of the task - 10 points;

the presence of a clear sequence of decision - 10 points;

obtaining and fixing the correct results - 10 points.

If the above parts of the task are completed in part, the maximum score is divided by 2.
Also, 0.5 points are deducted for each group of homogeneous irrelevant errors (for example,
incorrect formulation of concepts). 1.0 points are deducted for each group of homogeneous material
errors (incorrect presentation of knowledge, lack of correct result, etc.). The overall results of the
exam are not counted (0 points) when a fact of academic misconduct is detected.
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