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The general information 

 

The practicum is intended for students to assimilate the theoretical and 

practical material, acquire skills in the use of application packages to ensure 

the construction and study of different types of models, and expand students' 

knowledge of the application of mathematical modeling to economic calculation, 

prediction, and analysis of economic systems. 

Microsoft Excel is proposed to be used for practical activities. This 

package contains a set of statistical methods that support solutions to various 

econometric problems. Microsoft Excel was developed to work with in Windows. 

The practical tasks were developed on the assumption that students are familiar 

with the basic principles and methods of work in Windows.  

Each practical task is considered as an example for solving some problems 

with detailed comments and pictures. It is recommended that practical task 

should be performed consistently as the steps and techniques are common 

and will be described only once. In addition, consistent performance helps better 

learn the material and consolidate the knowledge of the academic discipline. 

The practical tasks deal with the main topics and subjects based on the 

theoretical material of the relevant topics as well as previous issues. Each activity 

contains goals and tasks to be performed and guidelines for doing them. 

To confirm the results of the practical activity students should prepare 

individual reports that include: the basic data for solving the problem, formulation 

of the problem, printing the main results of building the model, analysis of 

calculations and findings. The variant number, the full name of the student who 

performed the work and the full name of the teacher who assessed the report 

should be indicated on the title page. 

The mark for the work depends on the practical activity results and the way 

it has been presented. Special attention is paid to the knowledge of the theory, 

correctness and completeness of the findings of the economic interpretation of 

the results.  
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Content module 1.  

The basics of econometric modeling  

 

Practical activity 1. Preliminary analysis of baseline data 

 

The goal is to consolidate the theoretical and practical material, acquire 

the skills in working with the Descriptive Statistics function of the Data Analysis 

add-in in the MS Excel package. 

The task  is to analyze the variation series for the sampled data of Ukrainian 

banks using the Descriptive Statistics function in the Data Analysis module in 

the MS Excel package. 

1. Calculate the statistical characteristics of the series (the mean, the 

variance, the mean square deviation, the modal value, the median, the range 

of variation, the asymmetry and excess coefficients). 

2. Construct a histogram and a random value distribution polygon, draw 

conclusions about the nature of the distribution law. 

3. Test the hypothesis of a normal distribution law using the Kolmogorov – 

Smirnov and Pearson criteria.  

4. Draw conclusions about the grouping of banks based on the size of 

the relevant indicator. 

5. Identify abnormal observations, remove them from the sample and 

repeat all the previous stages of the study.  

6. Compare two samples. Draw conclusions. 

 

Guidelines 

 

For the solution and analysis of this type of tasks, MS Excel provides 

the Data Analysis add-in. Let's consider the order of work in this add-in. 

1.1. Launching MS Excel and data preparation. Select the MS Excel 

program in the application menu, after entering it, enter the baseline data as 

shown in Fig. 1.1. 

In order to facilitate the analysis of the baseline data for their dimension 

in the Income column, select the data, the Cell / Numerical Format for them, 

and the Bulk Batch Separator check box (Fig. 1.2). 
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Fig. 1.1. The baseline data in the MS Excel sheet 

 

 
 

Fig. 1.2. Setting the cell format 
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After this, the initial data will look like in Fig. 1.3. 
 

 
 

Fig. 1.3. The baseline data after formatting (a fragment) 

 

1.2. Starting Data Analysis add-in. Click the Data tab, click the Data 

Analysis button. 

If the Data Analysis button is unavailable, you need to install the Add-in 

Analysis Package. 

To do this, on the File tab, click Parameters, and then the Add-ins category. 

In the Management  list, click Excel Extras, and then click Go (Fig. 1.4).  
 

 
 

Fig. 1.4. Add-ins Management in MS Excel 
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In the Available Add-ins window, select the Analysis Package check box, 

and then click OK (Fig. 1.5). 
 

 
 

Fig. 1.5. Selecting the Analysis Package 

 

If the Analysis Package item is not listed in the Available Add-ins list, 

click Browse to find the add-in. 

If you receive a message that the Analysis Package add-in is not installed 

on your computer, click the Yes button to install it. 

After clicking the Data Analysis button on the Data tab, a window with  

a list of available features will appear. Select Descriptive Statistics and click 

OK (Fig. 1.6). 
 

 
 

Fig. 1.6. Selecting the function 
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In the window that appears, select the output range (Fig. 1.7). 
 

 
 

Fig. 1.7. Selecting the source data 

 

Click OK and you will receive the results in a new sheet (Fig. 1.8). 
 

 
 

Fig. 1.8. The results of the descriptive statistics calculation for a 

discrete series 

 

The following characteristics are obtained: 

Mean – the mean value – a generalized indicator that characterizes the 

typical (averaged) values of the options for the totality of objects under 

investigation; 
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Standard Error – the standard error of the mean – the value that 

characterizes the standard deviation of the sample mean, calculated on the 

sample size n from the general data set. The magnitude of the standard error 

depends on the variance of the general data set and the sample size n. Since 

the variance of the general data set is usually unknown, the estimate of the 

standard error is calculated by the formula: 
 

 ,
n

s
SEx     (1) 

where s is standard deviation of the random variable based on the unbiased 

estimation of its sample dispersion; 

 n is the sample size; 
 

Median – the median which is an option that characterizes the center of 

variation; 

Mode – the modal value – which is the variant that most often occurs in 

the studied set of objects; 

Standard Deviation – the standard deviation which is a measure of 

dispersion relative to the aggregate average; 

Sample Variance – the unbiased sample variance estimation – an indicator 

that reflects the fluctuations of each option relative to its mean; 

Kurtosis – the asymmetry coefficient characterizing the asymmetry of 

the distribution: if 0аК , then there is a right-side asymmetry, if 0аК , 

then it is left-side; 

Skewness – the coefficient of excess characterizing the height of the 

distribution peak: if 0bК , there is a high vertex distribution, if 0bК , the 

vertex is flat; 

Range – the sampling range; 

Minimum – the minimum value; 

Maximum – the maximum value; 

Sum – the sum of all sample options; 

Count – the number of observations (sample items). 

Copy these characteristics to the sheet with the initial data. 

2. Construction of a distribution polygon. To illustrate the 

representation of a discrete series, it is necessary to construct a distribution 

graph. The graphical representation of the discrete variation series, where the 

objects under investigation are located along the OX-axis, and the OY-axis is 

the value of the option, is called the distribution polygon (Fig. 1.9). 
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Fig. 1.9. The distribution polygon 

 

3. Construction of an interval series. To transform a discrete series 

to an interval one, you need to calculate the step of grouping: 
 

 
   

,
log32.31

minmax

10 N

xx
k




   (2) 

where  xmax  is the maximum value of the discrete variation series; 

  xmin  is the minimum value of the discrete variation series; 

    xx minmax   is the range of the variation series; 

 N  is the number of observations; 

 N10log32.31  is the number of intervals. 

 

In the example that we are considering, we form 664.5log32.31 10  N  

intervals with the grouping step equal to .2559731
6

53083911
k  

The next step in the formation of an interval series is the definition of the 

upper and lower limits of intervals: the lower limit of the first interval is the 

minimum value of the variation series, the upper limit of the interval is calculated 

as the sum of the value of the lower limit and the step of grouping; the lower limit 

of the next interval is the value of the upper limit of the previous interval, etc. 

Calculations are carried out until the maximum value of the variation series is 

covered by the last interval. The formulas for calculation are shown in Fig. 1.10, 

and the results are presented in Fig. 1.11. 

0

2 000 000

4 000 000

6 000 000

8 000 000

10 000 000

12 000 000

P
ri
v
a
tb

a
n
k

P
ro

m
in

v
e
s
t

A
v
a

l

O
s
h
c
h
a
d

b
a
n

k

U
k
rs

o
ts

b
a
n
k

U
k
rs

ib
b
a

n
k

U
k
re

x
im

b
a
n

k

R
a

if
fe

is
e
n

b
a
n

k

B
o
s
o
m

B
ro

k
b

u
s
in

e
s
s
b

a
n
k

U
k
rp

ro
m

b
a
n
k

F
in

a
n
c
e
 a

n
d

 C
re

d
it

F
ir
s
t 
In

te
rn

a
ti
o

n
a
l…

K
h
re

s
h
c
h
a
ty

k

F
o
ru

m

P
iv

d
e
n

n
y
y

P
ra

v
e

x
b

a
n
k

K
re

d
it
p
ro

m
b
a
n

k

U
k
rG

a
s
B

a
n

k

C
re

d
it
 B

a
n

k

C
it
ib

a
n
k

In
g
b
a

n
k
 U

k
ra

in
e

V
a
b
a

n
k

C
re

d
it
D

n
ip

ro

D
o

n
g
o

rb
a
n
k

Income



11 

 
 

Fig. 1.10. The formulas for calculating the interval limits 

 

 
 

Fig. 1.11. The results of the calculation of the interval limits 

 

To complete the formation of an interval series, it is necessary to 

determine the frequency of occurrence of values in the corresponding interval, 

using the function: FREQUENCY (array of data, array of intervals). 

To do this, you need to select the entire range of cells, which will 

calculate the frequencies (in this case D32: D37), write the "=" sign and enter 

the FREQUENCY () function, as shown in Fig. 1.12.  
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Fig. 1.12. The formula for calculating the empirical frequencies of an 

interval series 

 

Then, at the same time, press the three Shift + Ctrl + Enter buttons. Then 

the whole array of frequencies will be output on a sheet. The results of 

calculating the empirical frequencies and some other intermediate calculations 

are shown in Fig. 1.13. 
 

 
 

Fig. 1.13. The results of the interim calculations 

 

Below, the results of calculations of the basic statistical characteristics 

of the interval series are shown. 

The average value: 
 

 .5.5191461
25

98841235






i

ii

f

fx
x    (3) 
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In the next step, you need to perform some more intermediate calculations, 

the results of which are shown in Fig. 1.14. 
 

 
 

Fig. 1.14. The interim calculations 
 

Now you can calculate the following characteristics of the interval series. 

The dispersion: 
 

  
 

.2248839857373
25

60008064744993
2









i

ii

f

fxx
xD   (4) 

 

The standard deviation: 
 

     .2.38793312248839857373  xDxS   (5) 

 

The modal value: to calculate this characteristic you need to define the 

modal interval. A modal interval  is the interval with the highest frequency (in 

the example, it is the first interval). Therefore,  
 

 
   

   
,5.8680211241352559731

024024

024
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





mo

momomomo

momo
o xk

ffff

ff
M

 (6) 

where mof  is the frequency of the modal interval; 

 1mof  is the frequency of the interval preceding the modal; 

 1mof  is the frequency of the interval following the modal; 

 k  is the intervals' grouping step; 

 mox  is the lower bound of the modal interval. 
 

The median: to calculate this characteristic, it is necessary to determine 

the median interval. The median interval is the interval that covers the half-
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sum of all frequencies, that is to determine the median, it is necessary to 

calculate the half-sum of all frequencies 5.12
2

25

2


 i
mе

f
N  and the 

accumulated frequencies of each interval (Fig. 1.15). 
 

 
 

Fig. 1.15. Calculation of the accumulated frequencies 
 

In the example, half-sum of all the frequencies covers the first interval. 

Therefore, 
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 (7) 

where mef  is the frequency of the median interval; 

 1meS  is the cumulative (accumulated) frequency of the interval 

preceding the median; 

 meN  is the half-sum of all the frequencies; 

 k  is the intervals' grouping step; 

 mex  is the lower boundary of the median interval. 
 

The asymmetry coefficient: 
 

 
 

.204.0



xS

Mx
K o

a  (8) 

 

Because, 0aK , there is a right-side asymmetry. 

The coefficient of excess (for interim calculations, see Fig. 1.14): 
 

 
 

  
.042.23

1
4

4


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K ii
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Because 0eK , we conclude that there is a high vertex distribution. 

The results of the calculation of the interval series characteristics are 

shown in Fig. 1.16. 
 

 
 

Fig. 1.16. The results of the calculations of the interval series 

characteristics  

 

The graphic representation of the interval series is the distribution 

histogram (Fig. 1.17). 
 

 
Fig. 1.17. The distribution histogram 

 

4. Checking the sample for the normal distribution law. Further 

analysis involves checking the sample for the normal distribution law based 

on the Pearson and Kolmogorov – Smirnov criteria. 

A prerequisite for determining the nature of the distribution law is the 

calculation of theoretical frequencies corresponding to the normal distribution law: 
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   ,
2

1
2

2t

et

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

  (11) 

 

 
 

,
xS

xx
t


  (12) 

where  tf   is the theoretical frequencies corresponding to the normal 

distribution law, 

 ix  is the value of the   variable; 

 x  is the average value; 

  xS  is the standard deviation; 

 n  is the number of observations; 

 k  is the grouping step. 

 

For further calculations, you need to create a new table with empirical 

frequencies and mid-intervals. To determine the Gauss function  t , you 

need to use the formula NORM.DIST (x; mean; standard_dev; integral), 

which returns the normal distribution function for the specified mean and 

standard deviation. So, for the first interval, in the cell D50, enter the formula 

=1-NORM.DIST(C50;$C$41;$C$43;1), as shown in Fig. 1.18. 
 

 
 

Fig. 1.18. The formulas for calculating the theoretical and accumulated 

theoretical frequencies 
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The results of calculations are presented in Fig. 1.19. 
 

 
 

Fig. 1.19. The results of the calculation of the theoretical and   

accumulated theoretical frequencies 
 

To determine the nature of the distribution law and its compliance with the 

normal law, the Pearson criterion is most often used, calculated by the formula: 
 

 
 

,
2

2







f

ff
 (13) 

where f is the empirical frequencies; 

 f   is the theoretical frequencies. 
 

The estimated value of the criterion must be compared with the critical 

one, which is in a special table and depends on the accepted probability and 

the number of degrees of freedom ( 3 mk , where   is the number of 

intervals). If 22
tab , then the difference between the empirical and theoretical 

frequencies can be considered random and the hypothesis regarding the 

normal distribution law cannot be rejected. 

The Kolmogorov – Smirnov criterion is used for determining the maximum 

difference between the frequencies of the empirical and theoretical distribution: 
 

 ,



f

D
 (14) 

where SSD   is the maximum difference between the accumulated empirical 

and theoretical frequencies,  

  f  is the sum of empirical frequencies. 

 

The estimated value of the criterion is used to find the probability of 

adopting a hypothesis regarding the normal distribution law. The greater the 
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probability value, the greater the probability that the discrepancies between 

the empirical and theoretical frequencies are random. 

 Fig. 1.20 shows the results of the intermediate calculations and the 

estimated values of the Pearson and Kolmogorov – Smirnov criteria. 
 

 
 

Fig. 1.20. The calculated values of the Pearson 

and Kolmogorov – Smirnov criteria 

 

Comparing the obtained values with the tables, we can conclude that the 

differences between the empirical and theoretical distribution are significant, 

so the hypothesis regarding the normal law of the distribution of the random 

variable should be discarded. 

Thus, this sample is not homogeneous and close to normal distribution. 

This means that it cannot be used as a source for building an econometric model, 

and it needs to be refined. 

5. Removal of abnormal observations. An anomalous observation, 

that is, such that is not typical of this sample, can be detected by means of 

analysis of the distribution polygon (see Fig. 1.9) or distribution histogram (see 

Fig. 1.17). There is at least one such observation – Privatbank. It has an 

income that exceeds dozens of times all other observations and should be 

excluded from the sample. 

Copy all data except Privatbank to a new sheet and repeat all the 

previous steps of the study.  

Compare the characteristics of both samples, draw conclusions. 
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Practical activity 2. Modeling and analysis 

of simple linear econometric models 

 

The goal is to consolidate the theoretical and practical material, to 

acquire the skills in modeling and analysis of simple econometric models in 

the Data Analysis add-in of Microsoft Excel. 

The task is to verify the existence of linear dependence between the 

given indicators in the Data Analysis add-in of Microsoft Excel. 

 

1. Build a linear econometric model and define all its specifications (the 

parameters of the model, the standard deviations of the parameters of the 

model, the variance and standard deviation of the error of the model, the 

correlation and determination coefficients). 

2. Verify the statistical significance of parameters and the correlation 

coefficient using the Student's t-test. Verify the adequacy of the model with 

the Fisher test. 

3. Calculate theoretical values of the dependent variable and errors of 

the model, construct a graph of the linear function with confidence intervals, 

construct a histogram and a graph of the distribution of errors, grouping of 

data depending on the values of errors, and provide economic interpretation 

of the grouping. 

4. Calculate the predicted values of the dependent variable and the 

confidence intervals if the values of the independent parameter are provided. 

5. Draw conclusions about the adequacy of the constructed model, 

provide economic interpretation of the dependence and the possibility of its 

theoretical use. 

 

Guidelines 

 

For the construction and analysis of simple linear econometric models, 

the Data Analysis add-in is provided in Microsoft Excel. Let us examine the 

order of work in the module. 

 

1. Launching MS Excel and data preparation.  

After starting Microsoft Excel, the input data of the model should be 

entered, as shown in Fig. 2.1. 
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Fig. 2.1. The input data 

 

2. Calculations. 

In order to start calculations, it is necessary to select the menu item 

Data / Data Analysis (Fig. 2.2). After selection of the Regression tool of the 

module, a dialog box of the module will appear where variables for analysis 

can be set (Fig. 2.3). 

 

 
 

 
 

Fig. 2.2. Selecting the module 
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Fig. 2.3. The dialog box of the regression tool 

 

Select the range of input variables X and Y (if the names of the variables 

are required with their initial values, the Labels option must be selected). If a0 

equals zero, the Constant is Zero option must be set. In the module, there is also 

a possibility to change the confidence level of the model with the Confidence 

Level option that by default equals 95 %.  

In the next block of the dialog box, the output destination can be 

chosen. There are three options: 1) the range selected by the user (Output 

Range); 2) a new worksheet of the same file (New Worksheet Ply); 3) a new 

MS Excel file (New Workbook). 

In the last block of the dialog box, the Residuals and Residual Plots 

options, that are necessary for analysis, must be chosen. 

Once the selection is confirmed by pressing OK, the results of modeling 

will appear in the new worksheet of the same file (Fig. 2.4). 

 

3. Analysis of the model, definition of its specifications, verification 

of the adequacy and statistical significance of the model. 

Developing a linear econometric model and defining all of its specifications. 

The parameters received during estimation of the model are given in the third 

table from the top (Fig. 2.5). 
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Fig. 2.4. The modeling results 

 

 
 

Fig. 2.5. The results (parameters) of the model estimation 

 

In the first column of the table (Fig. 2.5), model parameters a0 

(Intercept) and a1 (X1) are given. Thus, the theoretic model is as follows: 
 

 Y = –0.973875115 + 0.019237833 · X1.    (15) 
 

The next columns relate to the analysis of the statistical significance of 

the model parameters, namely, Std Error refers to σa0 and σa1 respectively;  

t Stat and P-values are the corresponding values of the Student's t-test for 
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each parameter and the probability level of the error of accepting the hypothesis. 

The values of the latter are as follows ta0 = –6.236584132 and ta1 = 14.2149647. 

Both calculated values of the Student criterion exceed the tabulated one  

ttabl = 2.447 in their absolute values, which indicates the statistical significance 

of both parameters (the tabulated value of this criterion can be obtained with 

the TINV (0.05, 6) function, where the first number is the probability of the 

error level, and the second one is the number of degrees of freedom). 

The last two columns contain the values of the interval estimates of 

each model parameter with the probability level of 95 %. 

Let us analyze the results of the adequacy analysis of the overall model 

presented in the first table of the results (Fig. 2.6). 
 

Regression Statistics 

Multiple R 0.985475971 

R Square 0.971162888 

Adjusted R Square 0.966356703 

Standard Error 0.089321148 

Observations 8 

 

Fig. 2.6. The adequacy analysis of the overall model 

as part of the results of the model estimation 

 

Multiple R is the multiple correlation coefficient (in the case of simple linear 

regression it equals the bivariate correlation coefficient between X and Y); 

R Square is the coefficient of determination of the model; 

Adjusted R Square is the coefficient of determination adjusted by the 

number of observations and the number of model parameters; 

Standard Error is the standard deviation of the model errors; this statistic 

is a measure of scatter of the values relative to the regression line (σe); 

Observations correspond to the number of initial observations. 

The results of the analysis of variance of the model are shown in the 

second table of the regression results (Fig. 2.7). 
 

ANOVA df SS MS F Significance F 

Regression 1 1.612130395 1.612130395 202.0652216 7.57632E-06 

Residual 6 0.047869605 0.007978268 

  Total 7 1.66 

    

Fig. 2.7. The analysis of variance 
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The table contains the sum of squares (SS) and variance (MS) for 

regression and for errors, and the Fisher's test. 

The calculated value of the Fisher's test significantly exceeds its 

tabulated values Ftabl (0.05, 1, 6) = 5.987, indicating the statistical significance 

of the overall model (the tabulated value of this test can be obtained with the 

FINV(0.05, 1, 6) function, where the first number is the level of probability of 

error, and the last two are the numbers of degrees of freedom). 

Thus, the values of these coefficients indicate a rather high level of 

quality and adequacy of the model, which makes it possible to use the model 

for forecasting. 
 

4. Analysis of errors. 

The theoretical values of the dependent variable and the error of the 

model are shown in the last table of the results (Fig. 2.8). 
 

Observation Predicted Y Residuals 

1 0.430486685 0.069513315 

2 0.66134068 0.03865932 

3 0.988383838 -0.088383838 

4 1.238475666 -0.138475666 

5 1.373140496 0.026859504 

6 1.450091827 -0.050091827 

7 1.60399449 0.09600551 

8 1.854086318 0.045913682 
 

Fig. 2.8. The analysis of errors of the model 
 

The scatter plot of the model errors is depicted in Fig. 2.9. 
 

 
Fig. 2.9. The residuals scatter plot of the model 

 

For visual verification of frequency distribution of errors by the normal 

probability law, errors should be grouped in advance, i.e. their variation 

distribution should be transferred to the normal probability plot (see the 

Guidelines for laboratory work 1). 
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The intermediate calculations and the resulting interval series of errors 

are represented in Fig. 2.10 and 2.11. 
 

 
 

Fig. 2.10. Grouping of errors. The formulas for calculations 

 

 
 

Fig. 2.11. Grouping of errors. The formulas of calculations 
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The histogram in Fig. 2.12 represents the frequency distribution of errors. 
 

 
 

Fig. 2.12. The histogram of the frequency distribution of errors 

 

Visual analysis of the histogram indicates the deviation of the 

distribution of errors from the normal distribution law. 

5. The graph of a linear function with confidence intervals. 

In order to construct a linear function with confidence intervals, first of 

all, it is necessary to move the theoretical values of Y, the value of the mean 

square error е , the table value of Student's statistics from the page with the 

results to the page with the input data and calculate the average value of X, 

as shown in Fig. 2.13. 
 

 
 

Fig. 2.13. The initial view of the page with the input data 
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The next step is to calculate the value ∆Y for each of the values of the 

independent variable X by the formula: 
 

 
 
 

,
1

1

2

2

 





n

i i

i
etablpr

XX

XX

n
tY  (16) 

 

and identify the lower  pri YY ˆ  and upper  pri YY ˆ  boundaries of the 

interval series for the theoretical values of Y. The formulas for calculation are 

given in Fig. 2.14. 
 

 
 

Fig. 2.14. The formulas for calculation of the interval values of Y 

 

The calculation results are shown in Fig. 2.15. 
 

 
 

Fig. 2.15. The results of the calculation of the interval values of Y 

 

Getting all the necessary results makes it possible to start constructing 

the graph. After selecting the desired type of graphics Spot, we turn to the 
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definition of the data series, including: the actual value of Y, the theoretical 

(predictive) value of Y, the lower boundary of the theoretical (predictive) value 

of Y, the upper boundary of the theoretical (predictive) value of Y.  
 

 
 

Fig. 2.16. Selection of the data series for plotting 

 

The values of X should be chosen as the values of the horizontal axis 

(Fig. 2.17). 
 

 
 

Fig. 2.17. Selection of the initial data for plotting 

 

After the final formatting of some series of data (namely: the image 

graphs of the theoretical values of Y according to interval estimates dashed 

line through the Data series format / Line type) we obtain a graph of the linear 

function with confidence intervals (Fig. 2.18) 
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Fig. 2.18. The graph of the linear function with confidence intervals 
 

As shown in Fig. 2.18 almost all the actual values of Y lie on the line 

corresponding to the theoretical model, confirming its high quality. 

6. Calculation of predicted values of the dependent variable and 

confidence intervals of change. 

As the model is adequate, its parameters are significant, the model can 

be used for forecasting. In order to calculate the predicted values of the 

dependent variable, it is necessary to add an additional line with the predicted 

values of X to the initial data, and calculate the theoretical (predicted) point 

value of Y using the model with point values of parameters, Ypr by the 

formula (16), and the interval predicted value (Fig. 2.19). 
 

 
 

Fig. 2.19. Calculation of the predictive value of Y with confidence 

intervals 
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Thus, if Хpr = 140, we get:  
 

 1.601  Ypr  1.838.  (17) 

 

Practical activity 3. Building and analysis of multiple linear 

econometric models. Multicollinearity 
 

The goal is to consolidate the theoretical and practical material on the 

topics "Multiple linear regression" and "Multicollinearity", to acquire the skills 

in modeling and analysis of multifactorial econometric models in Microsoft 

Excel. 

The task is to verify the existence of linear multiple connection between 

the coincident indicators in the Data Analysis add-in of Microsoft Excel. 

1. Build a linear multifactorial econometric model (include all the coincident 

factors) and determine all its characteristics the (parameters of the model, the 

mean square deviation of the parameters of the model, the dispersion and the 

mean square deviation of errors of the model, the coefficients of multiple 

correlation and determination) with the help of the Data Analysis add-in in 

Microsoft Excel. 

2. Check the statistical significance of the model parameters. Check the 

model's adequacy with the help of the Fisher's criterion. 

3. Adduce tables with the theoretical values of the dependent indicator 

and the values of the model's errors. Build a graph of the linear function. Build 

a histogram and a graph of the distribution of errors. Adduce grouping of data 

depending on the values of errors, give economical interpretation. 

4. Find the forecasted value of the dependent variable Ypr and the 

confidential intervals if there is available data about the future values of 

independent indicators (X1pr, X2pr, X3pr). 

5. Adduce a matrix of pair correlations for factorial features. Check the 

model for presence of multicollinearity (tight linear connection) between the 

factorial variables with the help of the Farrar – Glauber algorithm. 

6. Exclude from the model the factors which have the least influence on 

the dependent variable or are interconnected with each other (use the results 

of the Student's criterion, the Farrar – Glauber algorithm and the coefficients 

of pair correlations). Determine all characteristics of a new regression; draw 

conclusions about its adequacy. 
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Guidelines 

 

1. Launching Microsoft Excel and preparation of data. 

Let's consider that there is available information about the values of the 

dependent variable y (GNP, mln UAH) and the independent variables: x1 (labor 

resources expenditures, mln UAH), x2 (basic funds expenditures, mln UAH), 

x3 (flow-out of capital to the off-shore zone, mln UAH). After launching Microsoft 

Excel enter the initial data as shown in Fig. 3.1. 
 

 
 

Fig. 3.1. The initial data 

 

2. Building a linear multifactorial econometric model and determining 

all its characteristics with the help of the Data Analysis add-in in 

Microsoft Excel. 

The parameters of linear multifactorial models and all their characteristics 

can be determined with the help of the Data Analysis/Regression add-in, the 

same way as for pair regression (see the guidelines for laboratory work 2), 

but choosing three adjoining columns x1, x2, x3 as the output massive X, as 

shown in Fig. 3.2.  

The results of building the multifactorial model are presented in Fig. 3.3. 

The received model looks like: 
 

 321 7758.93788.26025.86275.46ˆ xxxy     (18) 
 

As can be seen in Fig. 3.3, the values of the coefficients of the model's 

adequacy (a more detailed description of which is given in the guidelines to 

practical activity 2) are quite high. The statistical significance of the model's 

parameters by the Student's criterion is: all parameters are significant 

(ttabl(0.05; 6) = 2.447). 
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Fig. 3.2. The dialog box of the Data Analysis/Regression add-in 

 

 
 

Fig. 3.3. The results of building the multifactorial model with the help of 

the Data Analysis/Regression add-in 
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3. Building a graph of the linear function. 

To build a graph, it is necessary to copy the factual values of Y from the 

main window, and the theoretical values of Ŷ  (the column Predicted Y) from the 

window with the results of building a regression. Then, in the tab Insert, choose 

Graph / Graph with markers and enter the input data for building a graph. The 

result of building such a graph is presented in Fig. 3.4 (for the range of the 

factual values of Y the type of diagram was changed into Dotted). 
 

 
 

Fig. 3.4. The results of building a multifactorial model with the help of 

the Data Analysis/Regression add-in 

 

So, the factual and theoretical values of the dependent variable on the 

graph (Fig. 3.4) are quite close, which means that the built model is of 

appropriate quality, but additional analytical procedures are necessary.  

 

4. The graphs of the distribution of the model's residuals (errors). 

Grouping the errors and building their histogram and the graph of 

distribution can be realized in the same way as for a simple linear model (see 

the guidelines to practical activity 2). The results of building are presented  

in Fig. 3.5. 

It is seen from the graph of distribution (Fig. 3.5) that the model's errors 

significantly differ from zero and have quite a wide scope of values, which 

shows a rather low quality of the built model. Visual analysis of the histogram 

of the distribution of errors doesn't confirm the normal law of distribution.  
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Fig. 3.5. The histogram and the graph of the distribution  

of the  model's errors 
 

5. The forecasted value of the dependent variable and the confidential 

intervals. 

Calculation of the forecasted value of the dependent variable can be realized 

in the same way as in the simple linear model with the difference in the 

number of independent variables in the model and calculation pry . 

 

 ,~
prprprprpr yyyyy   (19) 

where ;1
pr

T
preppr XBXty   

  prprpr
T
pr xxxX 321 ,,,1 . 

 

To get the matrix   11   XXB T  it is necessary first to get the matrices 

X and XT, then to multiply them (XTX) and find the inverse matrix (XTX)–1. All 

the formulas for calculations are given in Fig. 3.6. 

The results of the calculations are presented in Fig. 3.7. 

Let's consider that it is necessary to determine the forecasted value of 

GNP if the forecasted labor resources expenditures are 14 mln UAH, the 

basic funds expenditures make 17 mln UAH, and the out-flow of capital to off-

shore zones amounts to 1.5 mln UAH. Then the vector of the forecasted 

independent variables will look like: T
prX (1, 14, 17, 1.5). 
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Fig. 3.6. The formulas for calculations 

 

 
 

Fig. 3.7. The results of the calculations 

 

The point estimation of the forecast looks like: 
 

 
 .UAHmln584.99

5.17758.9173788.2146025.86275.46ˆ



y
 (20) 

 

The formulas for calculating the confidential interval of the forecast are 

given in Fig. 3.8. 

The results of the calculations are presented in Fig. 3.9. 

The interval for the forecast looks like: 
 

 
.9.106~97.92

31677.75836.99~31677.75836.99





pr

pr

y

y
   (21) 
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Fig. 3.8. The formulas for calculations 

 

 
 

Fig. 3.9. The results of the point and interval forecast based  

on the model 

 

So, in the forecast period, the GNP can be from 92.7 mln UAH to 106.9 

mln UAH. 

6. Assessment of the model's multicollinearity. 

To assess the multicollinearity, first of all it is necessary to determine 

the matrix of pair correlations between all variables. In the Data Analysis add-

in, choose the option Correlation, whose dialog box after entering the output 

range of variables looks like in Fig. 3.10. 



37 

 
 

Fig. 3.10. The dialog box of the tool Correlation 

 

After confirmation of the output options with the OK button, the matrix of 

pair correlations will appear on a new page, shown in Fig. 3.11. 
 

 
 

Fig. 3.11. The matrix of pair correlations between the variables 

 

It is seen in Fig. 3.11, that Y is most influenced by X1, and X3 almost 

doesn't have any affect. 

We also see, that there is a strong connection between the variables X1 

and X2. This can tell us about the presence of multicollinearity in the model.  

Let's check it with the help of the Farrar – Glauber algorithm. The 

results of the calculation are presented in Fig. 3.12. 

The table value of the criterion 2  with the degrees of freedom 

  315.0  mmk  and the level of significance 95.0  is equal to 

   81.715.0;2  mmtabl . Because 22
tabl , in the array of independent 

variables there is a general multicollinearity and the research needs to be 

continued. 
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Fig. 3.12. The results of the calculation  

 

Define the error matrix Z , inverse to the matrix  i jrR   using the 

function MINVERSE(array). The formula for calculation is shown in Fig. 3.13. 
 

 
 

Fig. 3.13. The formula for calculating the matrix Z 

 

We get the following result: 
 

 






















 

1240.11356.04765.0

1356.00794.35712.2

4765.05712.22650.3
1RZ . (22) 

 

Next, we should calculate the multiple correlation coefficients Ri, which 

characterize the closeness of the connection of each variable with other 

variables: 
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As we see, the first and second regressors have a close connection 

with other regressors. 

We should also check the statistical significance of the connection of 

each variable with other variables based on the F-criterion: 
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The table value of F-statistics with the level of significance 95.0  

and degrees of freedom   21311  mk  and   73102  mnk  

is equal to   74.47;2;95.0 tabF . 

Since the calculated values tabFF 1  and tabFF 2 , the regressors 1X  

and 2X  respectively  are multicollinear with others. 

Next, we find the partial correlation coefficients: 

 

 
 

;811.0
0794.3265.3

5712.2

2211

12
12 











zz

z
r р  (29) 

 
 

;249.0
124.1265.3

4765.0

3311

13
13 











zz

z
r р  (30) 

 
 

.07.0
124.10794.3

1356.0

3322

23
23 











zz

z
r р  (31) 

 

There is a close connection between the regressors 1X  and 2X . 
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It is interesting to compare the obtained values of the partial and pair 

correlation coefficients. Usually the former are much lower than the latter. But 

in this case, the partial coefficients that characterize the density of the 

relationship between the two variables, assuming that the other variables do 

not affect this relationship, are, in absolute terms, not significantly lower than 

those of the pairs, moreover for regressors 2X  and 3X  there was even a 

change in the direction of relation from the direct to the reverse. Thus, we can 

conclude that other variables significantly affect the relationship between the 

investigated indicators. 

Next, we check the statistical significance of the relationship between 

each of the two variables based on the calculation of the t-criterion by the 

formula: 
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The estimated values of the t-statistic are compared with the tabular 

ones with degrees of freedom   7310  mnk  and the significance 

level 95.0 . Since   36.27;95.012  ptt , there is a statistically significant 

multicollinearity between the independent variables 1X  and 2X . 

To exclude this negative phenomenon, it is necessary to eliminate the 

independent variable which has the least influence on the dependent variable Y. 

As we see, such variable is X2. 

To build a new regression, the raw data should be copied to a new 

worksheet. Remove the column X2, run Data analysis / Regression (Fig. 3.14).  

The results of the characteristics of the built new model without X2 are 

shown in Fig. 3.15. 
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Fig. 3.14. The initial data and the dialog tool Regression  

for the new two-factor regression 

 

 
 

Fig. 3.15. The characteristics of the new model after elimination  

of multicollinearity 
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Fig. 3.15 shows that despite the insignificant decrease of coefficients of 

correlation and determination, in general, the quality of the model has 

become better after eliminating the variable X2, in particular: all parameters of 

the model are statistically significant, the range of the interval assessments of 

the parameters and residuals of the model has decreased. So, for forecasting 

the dependent variable Y it is better to use the model: 
 

 .4328.108958.12082.65ˆ
31 XXY   (35) 

 

Content module 2. 

 Applied econometrics 

 

Practical activity 4. Testing the residuals for  

autocorrelation and heteroscedasticity 

 

The goal is to consolidate the theoretical material and to acquire practical 

skills in testing an econometric model for the presence of autocorrelation and 

heteroscedasticity of the residuals.  

 

In Table 4.1, the data describing the activities of 22 commercial banks, 

is presented. 

Table 4.1  
 

The initial data 
 

Bank 
No. 

The number 
of loan 

agreements  

( 1х ) 

Authorized 
capital  

( 2х ) 

Commercial 
bank 

revenue (у) 

Bank 
No. 

The number 
of loan 

agreements 

( 1х ) 

Authorized 
capital  

( 2х ) 

Commercial 
bank 

revenue (у) 

1 24.0 468 61.6 12 52.8 552 109.7 

2 26.4 456 68.6 13 54.0 576 102.1 

3 27.6 456 64.7 14 55.2 624 117.8 

4 30.0 492 75.8 15 58.8 612 109.9 

5 32.4 504 73.3 16 62.4 540 121.3 

6 33.6 504 81.4 17 68.4 552 116.3 

7 36.0 660 88.2 18 70.8 540 132.2 

8 38.4 624 96.0 19 76.8 600 128.9 

9 40.8 492 81.7 20 79.2 660 151.6 

10 42.0 540 94.8 21 81.6 708 141.7 

11 44.4 564 90.7 22 84.0 960 178.8 
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The task is as follows: 

1. Construct a linear multifactorial model, determine all its characteristics 

(the mean square deviations of the model parameter estimates, the Student 

criterion, the multiple correlation coefficient, the determination coefficient, the 

Fisher criterion). Draw conclusions about the statistical significance of the model.  

2. Test the residuals of the model for the presence of autocorrelation 

using the Durbin – Watson criterion, the Von Neumann criterion and the cyclic 

coefficient of autocorrelation. Draw conclusions. Choose the most appropriate 

method for estimating the parameters of the econometric model.  

3. Test the hypothesis for the presence of heteroscedasticity with the 

Park, Glaser, White tests. Draw conclusions. Choose the most appropriate 

method for estimating the parameters of the econometric model. 

 

Guidelines 

 

Autocorrelation of the residual is the presence of a relationship between 

the successive elements of a series of the model residuals. Autocorrelation of 

residuals is most often observed when the econometric model is based on a 

time series. If there is a correlation between the successive values of some 

explanatory variable, then the correlation of successive values of the residual 

will be observed. If the model with autocorrelation of residuals is evaluated by 

the use of LSMs, then the following negative consequences are possible: the 

estimation of the model parameters may be unmatched and substantiated but 

ineffective, i.e., the sample variance of the estimation of іа  may be 

unreasonably large; the statistical criterion t- and F-statistics can't be used to 

verify the model, since the calculation does not take into account the 

presence of correlations of the residuals; the ineffectiveness of estimations of 

the parameters of an econometric model usually results in ineffective 

predictions, that is, the predictive values will have a large sample dispersion. 

1. Construction of the multiple regression.  

With the help of the add-in Data Analysis, tabs Regression on the basis 

of data in Table 4.1, find the characteristics of the regression equation of the 

dependence of the banks' income (y) on the number of loan agreements ( 1х ) 

and the authorized capital ( 2х ), as shown in Fig. 4.1. 

The results of the regression analysis are given in Fig. 4.2. 
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Fig. 4.1. Calculation of the model parameters using the Data Analysis 

add-in, the Regression tab 

 
 

 
 

Fig. 4.2. The results of the regression analysis 

 

Thus, after applying LSM to the initial data, the following regression 

equation is obtained: 
 

 .282.285;968.0;083.017.14294.3 2
21  FRexxy  (36) 
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This equation is statistically significant with the probability 0.95  

(Ftab = 3.52), the relationship between the indicators is very tight. The parameters 

of the factors are also significant (tfact is equal to 13.26 and 5.33 when 

ttab  =  2.09). Thus, the considered characteristics indicate a high quality of the 

model. However, conclusions about the significance of the parameters will be 

reliable, and the model can be used for further analysis and forecast if the analysis 

of random residuals will not establish a violation of the LSM preconditions.  

Here are the model residuals series (Fig. 4.3), obtained using the Data 

Analysis add-in, the Regression tab (Fig. 4.1). 
 

 
 

Fig. 4.3. The model residuals series 

 

2. Checking the residual for the presence of autocorrelation. 

The most common methods of testing the residuals for the presence of 

autocorrelation are the Durbin – Watson criterion, the von Neumann criterion, the 

cyclic coefficient of autocorrelation. Let's consider the essence of these methods. 

The Durbin – Watson criterion is based on testing the hypothesis 

about the existence of autocorrelation between the adjacent residual members 
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of a series. The statistics that meet this criterion are usually labeled as d or 

DW and can be calculated by the formula: 
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If auto-correlation is missing or small, then the value of d is approximately 

equal to 2, while with full autocorrelation the value of d is close to 0 or 4. 

For d-statistics critical boundaries have been found that allow us to 

accept or reject the hypothesis about the presence of autocorrelation. The 

authors of this criterion estimated the lower ( Ld ) and upper ( Ud ) boundaries 

with 1; 2.5; 5 % levels of significance (Fig. 4.4): 

1) if Ldd 0 , then the hypothesis about the presence of a positive 

autocorrelation is accepted; 

2) if UL ddd  , then there is no statistical reason to either accept or 

reject this hypothesis; 

3) if ,4 UU ddd   then the hypothesis about the absence of auto-

correlation is accepted; 

4) if LU ddd  44 , then there is no statistical reason to either 

accept or reject this hypothesis; 

5) if ddL 4  then there is a negative autocorrelation. 
 

Positive 

autocorrelation 
Uncertainty 

zone 
 

Autocorrelation is 

absent 

Uncertainty 

zone 
 

Negative 

autocorrelation 

0 Ld  Ud  2  4 – Ud  4 – Ld   4 
 

Fig. 4.4. Checking the hypothesis about the presence of autocorrelation 

of residuals according to the Durbin – Watson criterion 
 

In the case of the presence of a lagged dependent variable in the 

model, this criterion is not suitable. We can use the asymptotic Durbin h-test. 

Both of these tests are intended to test autocorrelation of random errors of 

the first order. 

The Von Neumann criterion is determined by the formula: 
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The value of the Durbin – Watson statistics and the Von Neumann 

statistics are linked by the ratio: d
n

n
Q 




1
.  

If the value of Q is less (or more) than some critical value, then we can 

speak of positive (or negative) autocorrelation (Fig. 4.5).  
 

Positive  

autocorrelation 

Autocorrelation is absent Negative 

autocorrelation 

0 

crQ  


crQ    

 

Fig. 4.5. Verification of the hypothesis about the presence of 

autocorrelation of residuals by the Von Neumann criterion 

 

So, if  crfact QQ , then there is a positive autocorrelation, if  crfact QQ , 

then there is a negative autocorrelation, and if   crfactcr QQQ , then the 

autocorrelation of the residuals is absent. 

The cyclic coefficient of autocorrelation expresses the degree of 

interconnection of the "closed" series of residuals: 

1st series – ;,,...,,, 1321 nn eeeee   

2nd series – .,,...,,, 1432 eeeee n  

It is calculated by the formula: 
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The calculated value of the cyclic coefficient of auto-correlation is 

compared with the table for the selected level of significance and the length of 

the row n  (Fig. 4.6).  
 

Negative 

autocorrelation 

Autocorrelation is absent Positive  

autocorrelation 

–1 
 crr  0 


crr  +1 

 

Fig. 4.6. Testing the hypothesis about the presence of autocorrelation of 

residuals by the cyclic autocorrelation coefficient 



48 

If 0factr  and  crfact rr , then there is a positive autocorrelation. If 

0factr  and  crfact rr , then there is a negative autocorrelation.  

Assuming that: 
 

 ,0
2 11

   

n

t t
n

t t ee          (40) 

 

the cyclic autocorrelation coefficient can be written as: 
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Let's calculate the value of the Durbin – Watson criterion, the Von 

Neumann criterion, the cyclic autocorrelation coefficient by the formulas (37) 

– (41). The results of the interim calculations are shown in Table 4.2. 
 

Table 4.2 
 

The interim calculations 
 

No. Y  Ŷ  
Residuals, 

te  
 21 tt ee  

2

t
e  1 tt ee  

1 2 3 4 5 6 7 

1 61.6 63.5059 -1.9059 --- 3.6323 --- 

2 68.6 65.3146 3.2854 26.9492 10.7938 -6.2615 

3 64.7 66.7174 -2.0174 28.1199 4.0700 -6.6280 

4 75.8 72.5137 3.2863 28.1290 10.7995 -6.6298 

5 73.3 76.3163 -3.0163 39.7219 9.0979 -9.9122 

6 81.4 77.7191 3.6809 44.8523 13.5491 -11.1026 

7 88.2 93.4844 -5.2844 80.3762 27.9245 -19.4513 

8 96 93.2993 2.7007 63.7611 7.2937 -14.2714 

9 81.7 85.1391 -3.4391 37.6969 11.8274 -9.2879 

10 94.8 90.5295 4.2705 59.4379 18.2372 -14.6867 

11 90.7 95.3289 -4.6289 79.1998 21.4269 -19.7678 

12 109.7 104.152 5.5483 103.5749 30.7832 -25.6824 

13 102.1 107.548 -5.4483 120.9254 29.6845 -30.2289 

14 117.8 112.939 4.8613 106.2879 23.6318 -26.4858 

15 109.9 116.15 -6.2503 123.4667 39.0663 -30.3843 

16 121.3 114.377 6.9226 173.5259 47.9227 -43.2685 
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Table 4.2 (the end) 
 

1 2 3 4 5 6 7 

17 116.3 122.388 -6.0884 169.2856 37.0681 -42.1474 

18 132.2 124.197 8.0029 198.5637 64.0464 -48.7245 

19 128.9 136.196 -7.2957 234.0460 53.2267 -58.3865 

20 151.6 143.986 7.6142 222.3048 57.9765 -55.5508 

21 141.7 150.779 -9.0790 278.6635 82.4280 -69.1295 

22 178.8 174.519 4.2806 178.4778 18.3233 -38.8632 

∑ 2287.1 2287.1 0.0000 2397.3662 622.8098 -586.8511 

 

As a result of the calculation of the Durbin – Watson criterion, the 

following result is obtained: 
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In the Durbin – Watson criterion there are upper and lower limits. For a 

model with two independent variables and 22 observations, the lower limit 

15.1Ld , the upper limit 54.1Ud  with the level of significance 0.05 %. 

Since the calculated value d gets into the interval 44  ddL   

( 485.2  d ), then we can conclude that there is a negative autocorrelation 

of the first order residuals in the model under study. 

Let's calculate the Von Neumann statistics: 
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The critical values of this criterion for sample size 22n and the level of 

significance 05.0  are: 37.1
crQ  and 12.3

crQ . Since the value

03.4Q , 12.3Q , there is a negative autocorrelation of the residuals. 

Let's calculate the cyclic coefficient of autocorrelation: 
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The obtained value 0factr . The critical value for negative autocorrelation 

for the sample size 22n  and the significance level 05.0  is: 399.0
crr . 

Since 399.0987.0  , there is a negative autocorrelation of the residuals. 

All three criteria bring us to the same conclusion. 

In the case the hypothesis about the presence of autocorrelation is 

confirmed and the residuals can be represented as the first order autoregressive 

scheme, the Aitken method (GLSM) should be used to evaluate the model 

parameters. If the residuals can be represented as a higher order autoregressive 

scheme, the Cochrane – Orcutt and the Durbin methods are used. 

3. Testing the heteroscedasticity of the residuals. 

One of the important assumptions in constructing a regression model is 

that random errors in the model are uncorrelated with each other and have a 

constant variance. This requirement when using the usual least squares method 

for estimating the parameters of a general linear econometric model is called 

homoscedasticity. In practice, the requirement of a constant variance of random 

errors is often not fulfilled, and this phenomenon is called heteroscedasticity. 

When using a conventional OLS, the presence of heteroscedasticity of 

residuals will lead to a situation, when the model parameter estimates will be 

shifted, grounded, but ineffective. 

Let's test the residual for heteroscedasticity. 

The tests that can detect the presence of heteroscedastic residuals, 

include the Park, Glaser, White tests. These tests assume that the variability 

of random residuals is a function of dependence on some factor (or factors). 

For the Park test, this dependence is as follows: 
 

 ,lnln 2
ii ji vxbae   (45)  

where i jx  is the value i for factor j; 

 iv  is the random residual. 

 

The Glaser test should be used to find the parameters of a series of 

equations given by the function: 
 

 ,i
k
iji vbxae   (46) 

where k is any number. For example, k = –1; –0.5; 0.5; 1, etc. 
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The White test is based on constructing a quadratic function that 

includes all factors, as well as their pairwise products. In particular, for a case 

with two factors, this function will have the form: 
 

 .2112
2
222221

2
112111

2
iiiiiiii vxxcxbxbxbxbae   (47)                  

 

The residuals are considered heteroscedastic if the parameter b in the 

functions of the Park test (45) or the Glaser test (46) is statistically significant 

(for the Glaser test – at least at one k value). While conducting the White test, 

the heteroscedasticity of random residuals is given if the entire function (47) 

is significant by the Fisher's criterion F.  

Let's calculate the values of dependent and independent variables of 

the functions (45) – (47). The results of the interim calculations are shown in 

Table 4.3. 

Table 4.3 
 

The interim calculations 
 

No. ie  2

ie  
2

ln ie  1lnx  2lnx  ie  
1x  2x  

2

1x  
2

2x  21 xx 
 

1 -1.906 3.632 1.290 3.178 6.148 1.906 24 468 576 219024 11232 

2 3.285 10.794 2.379 3.273 6.122 3.285 26.4 456 696.96 207936 12038 

3 -2.017 4.070 1.404 3.318 6.122 2.017 27.6 456 761.76 207936 12586 

4 3.286 10.799 2.379 3.401 6.198 3.286 30 492 900 242064 14760 

5 -3.016 9.098 2.208 3.478 6.223 3.016 32.4 504 1049.8 254016 16330 

6 3.681 13.549 2.606 3.515 6.223 3.681 33.6 504 1129 254016 16934 

7 -5.284 27.925 3.330 3.584 6.492 5.284 36 660 1296 435600 23760 

8 2.701 7.294 1.987 3.648 6.436 2.701 38.4 624 1474.6 389376 23962 

9 -3.439 11.827 2.470 3.709 6.198 3.439 40.8 492 1664.6 242064 20074 

10 4.271 18.237 2.903 3.738 6.292 4.271 42 540 1764 291600 22680 

11 -4.629 21.427 3.065 3.793 6.335 4.629 44.4 564 1971.4 318096 25042 

12 5.548 30.783 3.427 3.967 6.314 5.548 52.8 552 2787.8 304704 29146 

13 -5.448 29.685 3.391 3.989 6.356 5.448 54 576 2916 331776 31104 

14 4.861 23.632 3.163 4.011 6.436 4.861 55.2 624 3047 389376 34445 

15 -6.250 39.066 3.665 4.074 6.417 6.250 58.8 612 3457.4 374544 35986 

16 6.923 47.923 3.870 4.134 6.292 6.923 62.4 540 3893.8 291600 33696 

17 -6.088 37.068 3.613 4.225 6.314 6.088 68.4 552 4678.6 304704 37757 

18 8.003 64.046 4.160 4.260 6.292 8.003 70.8 540 5012.6 291600 38232 

19 -7.296 53.227 3.975 4.341 6.397 7.296 76.8 600 5898.2 360000 46080 

20 7.614 57.976 4.060 4.372 6.492 7.614 79.2 660 6272.6 435600 52272 

21 -9.079 82.428 4.412 4.402 6.562 9.079 81.6 708 6658.6 501264 57773 

22 4.281 18.323 2.908 4.431 6.867 4.281 84 960 7056 921600 80640 
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Let's test the residual for heteroscedasticity with the Park test (see 

formula (45)) for 1х . We find the parameters of the regression equation using 

the Data Analysis add-in, the Regression tab, as shown in Fig. 4.7. 
 

 
 

Fig. 4.7. Calculation of regression parameters for the Park test 

 

The results of the regression analysis are shown in Fig. 4.8.  
 

 
 

Fig. 4.8. The results of the regression analysis 
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Thus, the following regression equation is obtained: 

 

 .6.7;ln88.122.4ln 1
2  btvxe         (48) 

 

Find the table value of Student's criterion, as shown in Fig. 4.9. 

 

 
 

Fig. 4.9. Determination of the critical value of Student's criterion 

 

Comparison of the calculated value of Student's criterion 6.7bt  and 

ttab = 2.09 (Fig. 4.9) allows us to conclude that the parameter b is statistically 

significant, that is, the residuals of the model are heteroscedastic.  

Similarly, we find the regression equation (45) for the Park test for the 

variable 2х , as well as the regression equation (46) by the Glaser test, the 

regression equation (47) by the White test. Below are the results of the 

regression analysis.  

By the Park test: 

 

 .45.2;ln43.237.12ln 2
2  btvxe         (49) 

 

According to the Glaser test, with k = 1: 

 

  10858.05894.0 xe ;   .91.6bt  (50) 

 

  20067.0122.1 xe ;   .77.1bt   (51) 
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By the White test:  
 

 

.665.23

,0014.00003.0

485.0023.0552.0595.128
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   (52) 

 

On the basis of the built-in function of Excel, we find the tabular value of 

Fisher's criterion, as shown in Fig. 4.10. 
 

 
 

Fig. 4.10. Determination of the critical value of Fisher's criterion 
 

The regression equation in the White test is significant (Ftab = 4.35). The 

parameters of the model in the Park test are significant (ttab = 2.09), consequently, 

we can assert that the residuals are heteroscedastic. In the Glaser test, the 

parameter for the factor 1х  is significant, for the factor 2х  is insignificant, which 

allows us to conclude that the dispersion of residuals depends on the factor 1х .  

In cases of violated requirements of the OLS concerning the nature of 

random residuals, namely, the constancy of the dispersion of random residuals, 

the non-correlation of the residuals among themselves, the generalized least 

squares method (GLS) is used. 

The essence of this method is the elimination of the violation of the 

prerequisites of the OLS, adjusting the calculations of the parameters of the 

regression equation, taking into account the values of the covariance matrix 

of the residuals. Such a correction can be made using the formula: 

   YXXXа   111 ''ˆ , (53) 

where  is the covariance matrix of residuals.  
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Practical activity 5. Evaluation and analysis of the main 

characteristics of the Cobb – Douglas production function 

 

The goal of the study is to consolidate the theoretical material and 

obtain practical skills in assessing and analyzing the main properties and 

characteristics of the production function for the study of real economic 

processes. 

The results of the population numbers (L), the volume of fixed assets 

(F), GDP (Y) are given in Table 5.1. 
 

Table 5.1 
 

The output data 
 

No. 
X1, 

L (thousand people) 

X2, 

F (bln UAH) 

Y, 

GDP (bln UAH) 

1 1.3 2.2 2.15 

2 2.5 2.6 4.41 

3 2.7 3.3 5.54 

4 2.9 3.6 6.69 

5 3.5 4.6 7.48 

6 4.5 5.2 9.56 

7 6.1 5.8 10.62 

8 7.2 6.2 11.94 

9 8.6 7.5 12.02 

10 8.4 10.8 18.51 

 

The task is as follows: 

1. Check if there is a non-linear relation between the volume of production 

and the value of production resources by constructing the Cobb – Douglas 

production function. Calculate the correlation index. Draw a conclusion concerning 

the adequacy of the non-linear econometric model. 

2. Determine the characteristics of the production function (the average 

and marginal resource productivity, the elasticity of the product output based 

on the factors and the total elasticity, the capital-labour ratio). 

3. Construct the isoquants of the production function, calculate the marginal 

norms of the substitution of resources at a given point on the isoquants. Draw 

conclusions. 
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Guidelines 

 

The production function (PF) is a function in which the independent variable 

takes the value of the amount of the consumed or used resource (the factor 

of production), and the dependent variable is the value of the output volumes. 

Production functions include modeling the dependencies that exist between 

the indicators of production activity, such as the volume of the output, the 

production costs, the capital expenditures, the capital productivity. 

It is assumed that the output factors are the main productive assets X1 

and labour resources X2.  

The production function of Cobb – Douglas is an example of a concrete 

form of a two-factor function: 

 

 ,21
210
aa

XXaY    (54) 

where 0а , 1а  and 2а  are the parameters of the model. 

 

1. Constructing the Cobb – Douglas production function. To linearize 

the linear dependence to evaluate the parameters of the PF of Cobb –

Douglas the following formula is used: 

 

 .lnln 2
*
21

*
10 XaXaaY   (55) 

 

Replace lnY with Z, lna0 with   
 , lnХ1 with Z1, lnХ2 with Z2, a0 with, ,

*
0a

e  

.2
*
21

*
1

*
0 ZaZaaZ   

The sequence of calculation of the model parameters 2
*
21

*
1

*
0 ZaZaaZ   

in Excel is shown in Fig. 5.1. 

When calculating the model parameters, the following built-in Excel 

functions are used: MMULT(), MINVERSE(). Based on the data shown in 

Fig.  5.1, the parameters of the model 2211
*
0 ZaZaaZ 

 
are equal to 

*
0а = 0.42; a1 = 0.52; a2 = 0.57. That is, the modified model has the form: 

Z =  0.42 + 0.52·Z1+ 0.57·Z2. A similar result can be obtained using the Data 

Analysis add-in, the Regression tab, as shown in Fig. 5.2. 
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 Step 1.        

  Lz ln1    Kz ln2    Yz ln
*
   Step 2.      

 0.262 0.788 0.765  1 0.262 0.788    

 0.916 0.956 1.484  1 0.916 0.956    

 0.993 1.194 1.712  1 0.993 1.194    

 1.065 1.281 1.901  1 1.065 1.281    

 1.253 1.526 2.012    Z = 1 1.253 1.526    

 1.504 1.649 2.258  1 1.504 1.649    

 1.808 1.758 2.363  1 1.808 1.758    

 1.974 1.825 2.480  1 1.974 1.825    

 2.152 2.015 2.487  1 2.152 2.015    

 2.128 2.380 2.918  1 2.128 2.380    

 

 Step 3.     Step 4.     

 10 14.06 15.37 

 

 1.82 1.43 –2.43   

ZZ
T  14.06 23.19 24.20 )( ZZ

T  1.43 3.25 –3.91   

 15.37 24.20 25.79   –2.43 -3.91 5.16   

 

 Step 5.  Step 6.        

 20.38  0.42        

ZZ *  31.93 *
а  0.52        

 33.93  0.57        

           

 1 1 1 1 1 1 1 1 1 1 


T

Z  0.2624 0.9163 0.9933 1.0647 1.2528 1.5041 1.8083 1.9741 2.1518 2.1282 

 0.7885 0.9555 1.1939 1.2809 1.5261 1.6487 1.7579 1.8245 2.0149 2.3795 

 

Fig. 5.1.The procedure for calculating the model parameters 
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Fig. 5.2. Calculation of the model parameters using the Data  

Analysis add-in, the Regression tab 

 

The results of the regression analysis are shown in Fig. 5.3. 
 

 
 

Fig. 5.3. The results of the regression analysis 

 

The reverse transition to the nonlinear form of the model is performed 

52.1ln 42.0
00

*
0

*
0  eeaaa

a
 based on the built-in function EXP(). 
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Thus, the constructed model of the production function of Cobb – Douglas 

has the form: 
 

 .52.1 57.052.0 KLY          (56) 
 

The quality of the resulting model is assessed based on the index of 

correlation. The results of the interim calculations are shown in Table 5.2. 
 

Table 5.2 
 

The interim calculations 
 

No. у̂   2ˆ
іі уу    2іі уу   

1 2.75 0.36 45.45 

2 4.26 0.02 20.09 

3 5.08 0.21 11.24 

4 5.54 1.31 4.85 

5 7.04 0.19 1.99 

6 8.62 0.89 0.45 

7 10.76 0.02 2.99 

8 12.19 0.06 9.29 

9 14.92 8.40 9.78 

10 18.17 0.12 92.51 

∑ - 11.59 198.63 

 

The correlation index is: 
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R          (57) 

 

The value of the correlation index which is equal to 0.94, allows us to 

draw a conclusion about the statistical significance of the model and the 

possibility of using it for further analysis. 

2. Calculation of the characteristics of the production function at 

the point ( ,1000 L 1000 K ). 

2.1. The value of the output for initial conditions with ,1000 L 1000 K  

is calculated as:  
 

 .06.23010010052.1 57.052.0 Y          (58) 
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2.2. The average productivity of resources which shows the average 

number of products per unit of the spent labor is calculated according to the 

formula: 

 ;21
2

1
10

1
1

aa
xxa

x

y
A 


 (59) 

 .3.210010052.1 57.0152.0
1  A  (60) 

 

The average return on capital (the capital productivity) shows the 

volume of products per unit of the used production assets: 
 

 ;
1

210
2

2
21 


aa

xxa
x

y
A  (61) 

 .3.210010052.1 157.052.0
2  A  (62) 

 

Consider the geometric content of this characteristic. The average 

productivity of the resource is equal to the tangent of the angle of inclination 

of the chord, to the abscissa axis (Fig. 5.4), i.e. AА arctg,tg  . 

2.3. The marginal productivity of resources shows how many additional 

units of production an additional unit of the spent labor brings. It is calculated 

according to the formula: 
 

 ;21
2

1
110

1
1

aa
xxaa

x

y
M 







 (63) 

 .2.110010052.052.1 57.0152.0

1
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y
M   (64) 
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Fig. 5.4. The graph of the resource average productivity 
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The marginal return on capital (the capital outflow) shows how many 

additional units of production an additional unit of fixed assets brings. 
 

 ;
1

2120
2

2
21 







aa
xxaa

x

y
M  (65) 

 .31.110010057.052.1 157.052.0

1
2 
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y
M  (66) 

 

Consider the geometric content of this characteristic. The marginal efficiency 

(the productivity) of the resource is equal to the tangent of the angle of the tilt 

in the graph of the PF at the point х0 to the axis of abscissa (Fig. 5.5), i.e. 

 tgM , Marctg . 

2.4. The elasticity of the production output as to the factors of production. 

The elasticity of the production output in terms of labor costs shows  

how much the product output will increase with an increase in labor costs by 

1 %. It can be defined as follows: 
 

 ;;; 11
1

1
1

1

1
1 aE

A

M
E

y

x

x

y
E 




          (67) 

 .52.0;52.0
3.2

2.1
11  aE           (68) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.5. The graph of the marginal efficiency of the resource 

 

The elasticity of the production output in terms of the cost of production 

assets shows how much the percent of the production output will increase 

with an increase in fixed assets by 1 %. 
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         .57.0;57.0
3.2

31.1
22  aE     (70) 

 

The total elasticity of expenses (labour and capital) shows the effect of 

simultaneous proportional increase in the amount of labor resources and 

fixed assets: 
 

 Е = E1 + E2 = a1 + a2 = 0.52 + 0.57= 1.09.     (71) 
 

The elasticity of the PF in the point C (x0·y0) in modulus is equal to the 

ratio of distances in the tangent to the point C with coordinates (x0, f(x0)) to 

the point of intersection with the axes Y and X (Fig. 5.6). 

 

 
 

Fig. 5.6. The elasticity of the production function 

 

2.5. The capital-labour ratio shows how much of the average capital fits 

to the unit of spent labor and it is calculated according to the formula: 
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It should be noted that if the sum of indicators in the PF of Cobb – 

Douglas 21
210
aa

XXaY   is equal to one, (а1 + a2 = 1), then we have: 
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or if we switch to new designations 
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then we get the following dependence: 
 

 2a
0 Ka Z .  (78) 

 

Since 0 < a2 < 1, the formula implies that the productivity of labor Z is 

growing more slowly than the capital power. 

3. Constructing the isoquants of the production function. The 

production function allows us to calculate the need for one resource at a 

given volume of production and the value of another resource. 

The need for labor costs with known values of output and capital costs 

is calculated as: 
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The need for capital costs with known values of output and labor costs 

is calculated as: 

 .

^ 2

1

1

10

2

a

a
xa

Y
X


















  (80) 

 

The calculation of the need for one of the resources is necessary for the 

construction of an isoquant of the production function. 
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The isoquant of the PF is a line of the level q = f (X1, X2), (q > 0), that 

representing a set of points in which the PF takes the value equal to q. The 

isoquants represent different sets (the ratio) of used resources that provide 

the same amount of the production output. The graph of the production 

function isoquant is shown in Fig. 5.7. 
 

Fig. 5.7. The isoquants of the production function 

 

To construct an isoquant of the PF for the production volume Y = 800, 

we lave to  change the value of the amount of the spent capital (Table 5.3) to 

calculate the need for labor costs and get the following combinations: 
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Table 5.3 
 

The need for labor costs 
 

Х1 100 200 300 400 500 600 700 800 900 

Х2 1099 514 330 240 188 154 130 112 99 

 

For a given isoquant, construct an isoclinal of the PF, i.e. a line that 

connects the origin of the coordinates and the points on the isoquants of the PF 

for which the marginal rates of substitution of resources will be equal (Fig. 5.8). 
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Fig. 5.8. The isoquant of the PF and the isoclinal 
 

The limit rate of replacement of the i-th resource by the j-th resource is 

calculated as follows: 
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The marginal rate of replacement of resources Rij shows by how many 

units the costs of the resource j (with a constant fixed output), will increase if 

the costs of the i-th resource decreases by one unit. 

For a two-factor production function, the following equality holds: 
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The marginal rate of replacement of the resource coincides with the 

tangent of the angle of inclination f to the axis of the tangent to the isoquant 

VF in the point (x0, f(x0))   tg12R . 

The production function can be used to calculate the elasticity of the 

substitution of factors (resources): 
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The elasticity of substitution of resources has the following economic 

content: it approximately shows how much the percentage of resources 

should change (with the fixed output), with the marginal replacement rate Rij  

change by 1 %.  

 

Practical activity 6. Dynamic econometric models 

 

The goal is to consolidate the theoretical material and to acquire the 

skills in modeling and analysis of dynamic econometric models for the 

research in real economic processes. 

 

The following data on the dynamics of sales volume are given in Table 6.1. 
 

Table 6.1 
 

The input data 
 

No. Date Sales No. Date Sales 

1 November 19, 2014 127.96 15 December 7, 2014 131.7 

2 November 20, 2014 127.9 16 December 10, 2014 132.49 

3 November 21, 2014 128.37 17 December 11, 2014 132.45 

4 November 22, 2014 130.1 18 December 12, 2014 131.72 

5 November 23, 2014 129.66 19 December 13, 2014 131.38 

6 November 26, 2014 128.79 20 December 14, 2014 132.37 

7 November 27, 2014 129.83 21 December 17, 2014 133.51 

8 November 28, 2014 130.23 22 December 18, 2014 132.53 

9 November 29, 2014 130.22 23 December 19, 2014 133.13 

10 November 30, 2014 129.66 24 December 20, 2014 131.92 

11 December 3, 2014 129.52 25 December 21, 2014 131.39 

12 December 4, 2014 130.43 26 December 24, 2014 131.15 

13 December 5, 2014 130.58 27 December 25, 2014 130.95 

14 December 6, 2014 131.54 28 December 26, 2014 129.38 

 

According to these data: 

1. Build a graph of the dynamics of the indicator and analyse the behaviour 

of change in its values. 

2. Test the availability of a trend in the variance and the mean with Fisher's 

test, the method of comparison of means and the method of Foster – Stewart. 
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3. Suggest the hypotheses about the type of trend. Build graphs and 

estimate the parameters of each trend. 

4. Calculate the predicted values of the indicator two steps forward 

using the model of the time series trend. 

5. Provide quality estimates of various models of the trend (the mean 

error, the mean absolute error, the standard deviation of errors, the mean 

percentage error, the mean absolute percentage error). Make comparative 

analysis of the models and determine the most adequate one among them. 

6. Provide economic interpretation of the results. 

 

Guidelines 

 

Starting Microsoft Excel and preparing data. Select MS Excel in the 

program menu. After its launch, enter the input data, as shown in Fig. 6.1. 

1. Building the graph. For plotting, select C1:C29 cells with the input 

data along with the "Sales" headline and select Plot (Plot with Markers) in the 

menu item Insert. The result is shown in Fig. 6.2. 

2. Testing the trend availability. The preliminary stage of selection of 

the trend of the time series data is testing the hypothesis about the trend 

availability in the tested process. The most reliable results can be obtained by 

applying the Fischer's criterion, the Student's criterion and the method of 

Foster – Stewart. 

The Fisher's test is used to determine the trend in the variance. 

The input time series nууу ,...,, 21  is split into two volumes of 1n  and 

 1212 ,
2

nnnnnn  : 

 

 kууу ,...,, 21 ,  (87) 

 

 nkk ууу ,...,, 21  .   (88) 

 

In this case: .141428,14
2

28
21  nn  

The result is shown in Fig. 6.3. 
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Fig. 6.1. The input data 

 

 
 

Fig. 6.2. The input data plot 
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Fig. 6.3. The result of splitting the input data into two sets 

 

For each of the sets, the mean and the variance are defined, as shown 

in Fig. 6.4. 
 

 
 

Fig. 6.4. The formulas for calculation 

 

Fig. 6.5 shows the results of calculating the average values and variances 

for each set of data. 
 

 
 

Fig. 6.5. The results of the calculation 
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The estimated value of the Fisher's test is determined by the formula: 
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In this case 2
2

2
1 SS  , thus 18/18 FEFcalc  . 

 

This value is compared with the tabular one for the significance level  

α = 0.05, and the degrees of freedom 111  nk  and  122  nk  (where k1 

corresponds to the bigger variance). Tabular values can be calculated by the 

formula: FINV(0,05;E20;F20). The results of the calculation are shown in Fig. 6.6. 
 

 
 

Fig. 6.6. The results of the calculation 

 

If Fcalc  Ftabl (α, k1, k2), then the hypothesis about the trend in the variance 

is confirmed. In this case, Fcalc < Ftabl (α, k1, k2), thus the hypothesis about the 

trend in the variance is not confirmed, and it can be assumed that this trend in 

the time series is missing. 
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After analyzing the availability of a trend in the variance, we proceed to 

the analysis of the availability of a trend in the mean value using the method 

of mean comparison. 

For this purpose, we calculate the value of calct  according to the 

formula: 
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
 .  (90) 

 

The formulas for calculation are shown in Fig. 6.7. 
 

 
 

Fig. 6.7. The formulas for calculation 

 

The estimated value of the Student's t-test is compared with the tabular 

one (ttabl) with a confidence level of α and the number of degrees of freedom  

k = n – 2. In this case, tcalc > ttabl, then the hypothesis about the trend in the 

mean value is confirmed. And, as 12 yy  , the trend is ascending. 

The results of the calculation are shown in Fig. 6.8. 

Let's consider the use of the method of Foster – Stewart for the same 

task. 

The value of the level 1y  is called the record one if it is more than any of 

the previous ones or less than all the previous values. 
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Fig. 6.8. The results of the calculation 

 

The values iu  and іv  are calculated by the formulas: 
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To do this, we create a table header in cells I1, J1, K1, L1. In line with 

the number 2 dashes should be put. 

In the third line, the formula is entered into cell I3: 

=IF(C3=MAX($C$2:C3);1;0). In this formula, only the beginning of the range 

is "fixed". Then the formula is extended down to the 28th element. 

In the next column J in cell J3, a similar formula 

(=IF(C3=MIN($C$2:C3);1;0) is entered and extended down. 

The formulas for calculating are shown in Fig. 6.9.  
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Fig. 6.9. The formulas for calculation 

 

Next, the values iii vus   and iii vud  , are calculated as well as: 
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For each of these indicators, the value of the Student's t-test is calculated 

according to the formulas: 
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where      nnn DS  ,,  are table values. 

 

The calculated values of the Student's t-test are compared with the 

tabular ones with the confidence level α and the number of degrees of 

freedom k = n – 2. 
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While using the method of Foster – Stewart the following situations may 

occur: 

a) pSpD tttt  ,  – the hypothesis about the trend availability in the 

mean value is accepted, while if 0D , the trend is ascending, and if 0D , 

the trend is descending (in this case, the series monotonically ascends or 

descends); 

b) pSpD tttt  ,  – the hypothesis about the trend availability in the 

variance is accepted (in this case, the fluctuations of the indicator occur); 

c) pSpD tttt  ,  – the hypothesis about the trend availability in the 

variance or in the mean value cannot be accepted or rejected; 

d) pSpD tttt  , – the hypothesis about the trend absence both in the 

variance and the mean value can be accepted. 

 

3. Selection of the type of trend. 

The data line on the plot should be clicked on with the right mouse 

button and Add trend line… selected as shown in Fig. 6.10. 
 

 
 

Fig. 6.10. Adding the trend line 

 

It is necessary to choose the type of the trend line (e.g., Linear), set the 

forecast horizon (e.g., 2 periods forward), tick show the equation on the plot, 

and put the value of approximation reliability on the plot as shown in Fig. 6.11. 
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Then consequently try alternative types of trend. 
 

 
 

Fig. 6.11. Selection of parameters of the trend line 
 

The results of building various trends are shown in Fig. 6.12 – 6.17. 
 

 
 

Fig. 6.12. The results of building the linear trend 

y = 0.1303x + 128.86 
R² = 0.4924 
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Fig. 6.13. The results of building the exponential trend 

 

 
 

Fig. 6.14. The results of building the logarithmic trend 

 

 
 

Fig. 6.15. The results of building the polynomial trend of the 2nd degree 

y = 127.34x0,0108 
R² = 0.614 
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Fig. 6.16. The results of building the polynomial trend of the 3rd degree 

 

 
 

Fig. 6.17. The results of building the polynomial trend of the 4th degree 

 

4. Forecasting. 

According to the given trend equations, the theoretic values of the sales 

volume should be calculated (Predict ( ŷ )). 

5. Quality estimates of various models of the trend. 

To explore such quality estimates of the time series model as the mean 

error, the mean absolute error, the standard deviation of errors, the mean 

percentage error, the mean absolute percentage error, a new Residuals (Model 

errors) variable should be entered and calculated by setting the formula 

Residuals = Sales Volume – Predict. 

y = -0.0012x3 + 0.0373x2 - 0.0902x + 128.56 
R² = 0.8376 
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The formulas for calculating the estimates of the model accuracy are 

shown in Table 6.2. 

Table 6.2 
 

The characteristics of the estimation of the model accuracy 
 

Name Formula 

Mean error 

n

e

em

n

t
t

 1..  

Mean absolute error 

n

e

eam

n

t
t


1

...  

Sum of squares of errors 


n

t
teess

1

2
...  

Mean squared error 

n

e

esm

n

t
t


1

2

...  

Mean percentage error %100
1

...
1




n

t
t

t

y

e

n
epm  

Mean absolute percentage error %100
1

....
1




n

t
t

t

y

e

n
epam  

 

Draw a comparison of the models for the value of the average absolute 

percentage error. If the value of the average absolute percentage error is in 

the range: 

0 < m.a.p.e < 10 %, the model provides a high prediction accuracy; 

10 % < m.a.p.e < 20 %, the model provides a satisfactory accuracy of 

the forecast; 

m.a.p.e > 20 %, the model is not adequate. 
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