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TECHNOLOGY FOR MONITORING THE FUNCTIONING STATE
OF DISTRIBUTED COMPUTER SYSTEMS

Abstract. Understanding the state of the system is important to ensure the reliability and stable operation of applications
and services. The article presents the functioning process of technology of the multi-agent anomaly monitoring system,
that is based on the IDEFO methodology, describes the DCS state monitoring process and allows to integrate the
monitoring system with other components of the information security system. The results of the software package of the
research prototype of the DCS anomaly monitoring system are presented. The effectiveness of the developed monitoring
system is confirmed by the method of simulation of attacks on the segment of the DCS network. The prototype provides
a probability of making the right decision about the presence of abnormal traffic at the level of 97%, errors of the type

I - 2% and errors of the type Il - 1%

Keywords: IPS, IDS, networks, monitoring, distributed computer systems, multi-agent system.

Introduction

Understanding the state of infrastructure and sys-
tems is important for the stable operation of services. De-
ployment and performance information not only helps
the team respond to problems in a timely manner, but also
enables them to confidently make all necessary changes.
One of the best ways to obtain this information is with a
robust monitoring system that collects system metrics,
visualizes data, and alerts operators to cyber influences
on a computer system.

The network infrastructure monitoring systems are
undergoing radical changes caused by the escalation of
competition in the market, increasing requirements for
the quality of security, technical re-equipment of com-
munication networks, changes in the nature of traffic dis-
tribution [1]. All this leads to the need to control a large
number of operation parameters of different technolo-
gies’ networks [2].

The monitoring system not only changes the per-
ception of the operating system, moving from collecting
data parameters of individual stations to the operating pa-
rameters of the entire network, but also automates many
routine processes for collecting and processing the pa-
rameters of a distributed computer system. The analysis
of this information makes it possible to identify various
cases of threats and violations, such as [3]:

- unauthorized connection to the network, missed
by the classic means of perimeter protection (IPS / IDS);

- spread of viruses and spyware not detected by reg-
ular antivirus tools;

- incorrect actions when using the resources of dis-
tributed computer systems. For example, large-scale
downloads from torrent trackers, access to network seg-
ments that are not accessible, attempting to access confi-
dential information, etc.;

- new devices connecting to network and their be-
havior;

- errors in the operation of equipment;

- the emergence of "bottlenecks" in the network and
other possible violations.

The architecture of the monitoring system of param-
eters obtained from sensors is characterized not only by
their target functions, but also by functionalities that en-
sure the implementation of target functions, hierarchy
and level of parallelism, homogeneity or heterogeneity of
modular structure, organization of real-time information
collection, data processing and network exchange of in-
formation with subscribers [4].

At the same time the following should be provided:

- non-interference of network equipment in the op-
eration;

- constant collection of statistical information,
which allows creating full-scale databases needed to an-
alyze network parameters in real time [5];

- ensuring high speed processing of requests for the
necessary information resources and services;

- collection, processing, storage of complete infor-
mation about the state of all components of the telecom-
munications and information infrastructure of the net-
work in real time, regardless of network architecture,
type of switch and supplier;

- creation of a single standardized information cen-
ter for storing data on the state of systems and networks.

Given the large number of events that accompany
the process of diagnostic monitoring, the variety of types
of events and devices in the open system being diag-
nosed, and the need for real-time operation given the high
variability of the environment, the task of building diag-
nostic network monitoring should be considered big data
processing. The solution to this problem is associated
with the implementation of new paradigms for the devel-
opment of software systems that support the possibility
of distributed interaction of autonomous active devices in
the process of solving a specific operational task.

The relevance of the research topic is that the current
level of development of information technology and tech-
nologies allows creating devices and systems of different
purposes and scales for a wide range of monitoring tasks.
Monitoring of spatially distributed parameters involves
significant use of network technologies, where impressive
progress has also been made recently. This progress is
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characterized by the following main trends: network spe-
cialization, changing the nature of network applications
and shared use of different types of networks.

The relevance of the research topic is that the current
level of development of information technology and tech-
nologies allows creating devices and systems of different
purposes and scales for a wide range of monitoring tasks.
Monitoring of spatially distributed parameters involves
significant use of network technologies, where impressive
progress has also been made recently. This progress is
characterized by the following main trends: network spe-
cialization, changing the nature of network applications
and shared use of different types of networks.

Technology for monitoring the functioning
state of distributed computer systems

Understanding the state of the system is important
to ensure the reliability and stable operation of applica-
tions and services. Deployment performance and produc-
tivity information not only helps the team respond to
problems in a timely manner, but also enables developers
to confidently make configuration changes. One of the
best ways to get this information is a robust monitoring
system that collects metrics, visualizes data, and alerts
operators to failures.

Monitoring technology was developed to assess the
state of the DCS using the multi-agent monitoring system
presented in [3-4, 7].

This technology determines the conditions and pro-
cedure for assessing the state of the DCS using the devel-
oped multi-agent monitoring system. Assessment of the
state of the DCS by this technology is the analysis of in-
formation about the state of the DCS to identify events

Structure of distributed

that do not correspond to the normal functioning of the
DCS - cyber influences.

When conducting a study on the state of the DCS, it
iS necessary to use monitoring agents that analyze the
components of the DCS for four groups of parameters:
delay, traffic, error rate, saturation, and DCS events from
several monitor the functioning of the DCS according to
the stages presented in Fig. 1.

Based on the structure of the DCS and the list of
available services within the DCS, monitoring agents are
placed on the relevant elements of the DCS. Moreover,
the administrator must decide on the placement of switch
agents and network agent for communication equipment,
they can be placed on work stations operating within the
DCS, or on dedicated hosts.

After setting up the monitoring system, the agents
start collecting data from different sources, converting
them to a unified data format and storing them in an in-
termediate database. At set intervals, the agents transmit
data from the intermediate database to the central data-
base, which can act as a distributed database and contain
configured replication to increase reliability. This in turn
allows you to store copies of the same data on different
nodes of the network to speed up search and increase re-
silience to failures. Next, the training module deployed
on the dedicated host of the PC provides training for PC
component state assessing model and PC state assessing
models.

After training the relevant models, the data analysis
models of each monitoring agent are set up, which allows
to assess the state of individual PC components and gen-
erate events to further start the process of assessing the
state of the system as a whole.

Agents computer systems ‘ List of available
request i services Policy
v security
Placement of List of components to
agents : —
be monitored
1 es'l/ilr%ietzilri;ct)rr]e Errors 1st and
; Training parameters of 2nd kind
sample functioning of
Delay distributed computer Assessment of
| Collectionof | . systems the state of
I i Teaching functioning
Traffic [—> parameters L
> distributed
I 2 ™ 31 computer
Errors Data analysis [ system
agent
Assessment
— 4 1,
Events L of the state
of
> distributed
computer
'S
system
L Errors 1st and 2nd kind 5 T
User Monitoring Model assessment of
(Administrator) agents distributed computer systems

Fig. 1. IDEF1-diagram of the PC state assessing methodology using the developed multi-agent monitoring system
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If the agent made a mistake of the 1st or 2nd kind,
this information complements the training sample. In the
case of a big number of such errors, the agent undergoes
the procedure of retraining the PC component state as-
sessing model. The same retraining procedure takes place
with the PC state assessing model.

Architecture of multi-agent
monitoring system

The role of the monitoring system is the timely pro-
vision of relevant information to the operator of the com-
puter system, both as a whole and for individual nodes of
the controlled complex. Simple and quick access to this
information allows you to respond in a timely manner to
all negative changes in the system, to find the causes of
problems and failures. The monitoring system can be a
means of debugging and monitoring the behavior of run-
ning user programs, which allows real-time monitoring
of system resources and identify bottlenecks in it.

To date, there are many strategies and tools for
monitoring the components of PC, collecting important

Software
interface
A A

REST server

Authorization

Procedures' call

A

Request agents PDM

data and responding to errors and changing conditions in
different environments. But as software methods and in-
frastructure projects develop, monitoring must be
adapted to meet new challenges and control parameters
relative to unfamiliar territory.

The monitoring system not only changes the per-
ception of the operating system, moving from collecting
data parameters of individual stations to the operating pa-
rameters of the entire DCS, but also automates many rou-
tine processes for collecting and processing parameters.

The architecture of MS designed to solve problems
of collecting and storing parameters obtained from sen-
sors, is characterized not only by its target functions, but
also functionality that ensures the implementation of tar-
get functions, hierarchy and degree of parallelism, homo-
geneity or heterogeneity of modular structure, organiza-
tion of information collection real-time, data processing
and network exchange of information with subscribers
[6]. To solve the above mentioned problems, the archi-
tecture of the monitoring system using stand-alone soft-
ware agents was developed, which is presented in Fig. 2.

Central data storage

Interaction module

Data processing
and standardization
module

XML,
PDM

Monitoring agents

Monitoring agent

Data processing
and standardization
module

SENSORS

Network .
layer layer Session layer
module module modle

Application
layer
module

Fig. 2. Architecture system monitoring
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The top-most module of the system is responsible
for organizing user access to the system and displaying
monitoring data in the form of graphs and a list of abnor-
mal conditions to the user. Speed is not so important at
this stage, because the software running in this module
can run outside the computing complex, referring only to
the data provided by the request agents.

The monitoring system stores the parameters of the
DCS components, which are also called metrics. A metric
is a necessary and sufficient set of characteristics of attrib-
utes and operations designed to describe the state of a com-
ponent. For each specific component, the metric acquires
specific set of characteristics’ values.

The software package that implements the architec-
ture must monitor the consistency of data over time. In
practice, the metric stores only a set of data for a relatively
short period of time and organizes effective access to them.
The rest of the data collected from RAM in the intermedi-
ate data warehouse is transparently accessible to the user
upon request.

Architecture involves the dynamic formation of a
hierarchical structure, the node of which can be any entity
defined by a data source or sensor. Thus, there may be
DCS monitoring metrics for grid, clusters, computing
nodes, and tasks.

For interaction between all agents, it is proposed to
use a group of intelligent request agents whose purpose
is to coordinate information collection agents, restructure
the information obtained and implement protocols and
messaging mechanisms between all agents of the model.

Functions of each information collection agent:

- Collection and accumulation of data in the inter-
mediate storage of small volume;

- Real-time data processing;

- Adjustment of sampling intervals;

- Requesting to agents for additional measurements
and a comprehensive analysis of the situation;

Monitoring agents can be divided into several
groups.

A switch agent and a network agent that provide data
collection from the first two levels described above. Since
the operation of the channel and network layers is provided
mainly by active network equipment and is
usually implemented by the following components: net-
work adapters, repeaters, bridges, hubs, switches, routers,
to minimize interference with network equipment, these
agents will work based on the SNMP protocol. MIB files
will be used as intermediate data storage.

The task of these agents is to standardize data from
files for further transmission to request agents. Agents are
also tasked with managing the delivery of alarms, as the
SNMP protocol works by the means of the unreliable UDP
protocol [7].

Session agent that collects information about the user
name, terminal line name, astronomical start time of the
session, the duration of inactivity of the terminal line since
the last exchange, the process ID of the shell command in-
terpreter for each user running the system.

Depending on the operating system, intermediate
storages may differ.

For example, for UNIX systems, such storages will
be the system files /etc/utmp, /etc/wtmp, /etc/inittab.

The application agent is responsible for collecting
data from various applications specific to a particular
computer system.

Query agents aim to process requests to sample data
from users of the collection system, coordinate other
agents to collect the necessary information, and restruc-
ture the information obtained to store statistics about the
system as a whole.

The introduction of such agents and the software
implementation of standardized interfaces between them
allow using independent developers’ software at different
levels. For example, sensors can be data files. However,
all sensors form a single structure of metrics, equally ac-
cessible to different components of the MS.

Thus, the monitoring system built on this architec-
ture can work in parallel with the already deployed mon-
itoring tools, replacing them at some levels, which allows
you to change and expand the set of available functions
of these systems.

Automated workplace
of the monitoring server administrator

The software complex for monitoring of the DCS
functioning is designed to monitor the condition of the
components of the DCS, as well as elements of the net-
work infrastructure. This complex allows monitoring se-
curity events and other events occurring at the nodes of
the DCS network, as well as timely identifying problems
with the nodes and promptly informing users about prob-
lems that arise during operation.

The monitoring software package consists of the
following components:

- monitoring server - a software server that per-
forms the following functions:

» collects and stores information on the current state
of network nodes and other elements of the infrastructure
of the DCS network;

« analyzes the values of the components states’ pa-
rameters of the DCS and generates messages about the
detected events;

» notifies system operators and administrators of
changes in the status of monitoring objects and detected
events, as well as provides API for interaction with ex-
ternal information systems.

- monitoring workstation - the workplace of the op-
erator or administrator of the monitoring server, which
allows you to manage monitoring agents through a secure
channel. Data access and event notification of monitoring
agents are accessed through graphical user interfaces.

- monitoring nodes - network elements, the status of
which is monitored by monitoring agents.

- monitoring agent - a component of client software
that is located on the monitoring node and provides col-
lection and transmission of data on the status of the node
to the monitoring server.

Obijectives of the DCS functioning monitoring sys-
tem:

- monitoring of distributed network nodes (determi-
nation of failures, security events and other events);

- monitoring of components, equipment and other
parts of computer systems (determination of failures, se-
curity events and other events);
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- monitoring of mobile devices and nodes of remote
network users, regardless of the method of their connec-
tion to the communication network;

- monitoring of network infrastructure facilities
(routers, switches and other components), peripherals,
such as printers, MFPs that support the SNMP protocol.

To deploy the monitoring system, it is necessary to
scan the elements of the network structure of the DCS,
which sets the range of addresses to scan the active nodes
of the network. After scanning the nodes using the "TCP
SYN scan™ method, the services running on each host are
analyzed.

The next step in the deployment of the monitoring
system based on the structure of the DCS and the list of
available services within the DCS are monitoring agents.
The result of the agent placement is shown in Fig. 3.

Query agents are shown in red, network agents in
blue, switch agents that are hosted on the appropriate
hosts on the network in yellow, session agents in green,
and application agents in dark blue.

Then the monitoring system begins to monitor the
parameters of the distributed computer system and dis-
plays information about suspicious malicious activity in
the system.

It is worth noting the important prospects for the de-
velopment of the proposed monitoring system. The de-
veloped prototype has good scalability and functional
flexibility.

In addition, the prototype has the ability to embed
as a kernel or add-on module in the system of protection
against network attacks in systems, which are presented
in the articles [8, 9].

The developed MS allows monitoring of DCS not
only as a single computer system, but also of all its com-
ponents separately, which makes it possible to compre-
hensively assess the state of the system as a whole.

Further research includes the continuation in the di-
rection of studying new types of anomalies not only in
the information and communication environment of
DCS, but also anomalies in the operation of the system
nodes, as well as improving system architecture, improving

efficiency and refining monitoring system algorithms us-
ing machine learning methods.

Evaluation of the developed
monitoring system efficiency

The efficiency of the proposed CM is evaluated
only to detect abnormal behavior of network traffic based
on the set of parameters of network connections {NW},
which is implemented by analyzing the incoming traffic
using an ensemble of classifiers.

Then an experimental study of the effectiveness of
the proposed model for detecting abnormal behavior was
conducted, the results of which are given in table. 1.

Table 1 — Experimental study of the proposed
model effectiveness in the presence
of traffic anomalies

Number of Number of incorrect decisions
Number rrect d
oftests | CCECLC€~ | Errorsofthe | Errors of the
cisions type | ype I
10000 9696 203 101

The tests were performed on a computing cluster
deployed on training laboratory’s workstation under the
influence of a slow DDoS attack and an attack over the
entire time interval.

The number of tests was limited to 10,000 due to
the fact that the results of the study after reaching this
number of tests showed a steady trend. The probability of
making the right decision about the presence of abnormal
traffic was 97%, errors of the type I - 2% and errors of
the type 11- 1%.

Thus, the proposed model is effective for detecting
anomalies in the functioning of the computing cluster.

These studies can be used to improve existing sub-
systems for monitoring supercomputer technologies, as
well as be the basis for creating a fundamentally new neu-
ral network multi-agent anomalous events detection
monitoring system.

5 Ananis cipyerypu PIC - u] X
s cpperypn frst IP |15 168,002 000 st IP {157 168,010,254 Losam IP CravyBam axTied napT
IP arpeca Yoot
Conp1 19216321
Conp2 19216822 m
Comp3 19216823 =
Conpd 19216824
Conp3 19216825
Qr_Server 1921682254
Storege_Senver 192168225
Comp1 192.168.10.1 8 9 8 848 846 808 8
Comp2 192168102 L = = =
Conp3 192162103 -‘ -|
Compé 192168104 85886 = = = = = =
Com’ 92168105 LR LR LR Y ALEEE LR LR
Qr_Server 192.168.10.254
Sirege Senver | 192.168.10.253
- [
= s

Fig. 3. Agents location by the components of a distributed computer system
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Conclusion

In the article is solved the actual scientific and prac-
tical problem of improvement of anomalies detection in-
dicators of DCS functioning in the conditions of cyber-
netic influences of external and internal environment by
construction of models and methods on the basis of tech-
nologies of data mining.

The structure and architecture of the monitoring
system using autonomous software agents have been de-
veloped. The architecture of MS is designed to solve the
problem of collecting and storing parameters obtained
from sensors, characterized not only by their target func-
tions, but also functionality.

The functioning process technology of multi-agent
anomalies monitoring system while functioning DCS

components based on IDEFO methodology is developed,
detailing process of monitoring of DCS condition and
allowing integrating monitoring system with other com-
ponents of information protection system.

The results of the software package of the research
prototype of the DCS anomaly monitoring system are
presented. The effectiveness of the developed monitoring
system is confirmed by the method of simulation of at-
tacks on the segment of the DCS network. The prototype
provides a probability of making the right decision about
the presence of abnormal traffic at the level of 97%, er-
rors of the type | - 2% and errors of the type Il - 1%.

Further research should focus on improving and en-
hancing the method of assessing the state of the compu-
ting node and the state of running tasks in the computer
system.
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TexHoJ0risi MOHITOPHHTY
cTany (pyHKIiOHYBaHHSI PO3MOIiICHHX KOMIT'IOTEPHUX CHCTeM

B. O. Maprosunpkuii, 0. M. Koarys, . 10. I'omy6rnunii, B. M. Cyxorerummii

AHoTanisi. B craTTi npeacrasieHa akTyajabHa HayKOBO-NPAaKTHYHA 3a/1aua MOKPAIICHHS MOKAa3HUKIB BUSBICHHS aHO-
Mayiif QyHKIIIOHYBaHHS PO3IOIUICHUX KOMII FOTEPHHX CHCTEM B YMOBaX KiOEpHETHYHHX BILTHUBIB 30BHIIIHBOTO Ta BHYTPIII-
HBOTO cepe/oBHIIa. [IpeacTaBieHa CTPYKTypa Ta apXiTeKTypa CUCTEMH MOHITOPHUHTY 3 BUKOPHUCTaHHSM aBTOHOMHHUX IPOTpa-
MHHUX areHTiB. ApXIiTeKTypa CHCTEMH MOHITOPHHTY NMpU3Ha4YeHA U BUPINICHHS 3aBAaHb 300py Ta 30epiraHHs mapaMeTrpiB
OTPUMAaHMX BiJ JaTYHKIB, [0 XapaKTEPU3YIOTHCS HE TUTBKU 1X IITBOBUMH (QYHKIISIMH, ane 1 GyHKIiOHATIbHIMH MOXJIABOC-
TAMH. Po3po6ieHo TexHouorio nporecy GpyHKIIOHYBaHHS MyJIbTHAT€HTHOI CHCTEMH MOHITOPUHTY aHOMaii npu QyHKIIOHY-
BaHHI KOMIIOHEHTIB PO3MOAIICHUX KOMIT IOTEPHUX CHCTEM, 110 Oa3yroThest Ha Metonoutorii IDEF1, mo aeranizyroTs mporec
MOHITOPHHTY CTaHy PO3MOAITIEHHX KOMIT FOTEPHUX CHCTEM M J03BOJIIIOTH IHTETPYBaTH CUCTEMY MOHITOPHHTY 3 iHIIMMH KOM-
NOHEHTaMH CHCTEeMH 3aXucTy iHpopmariii. [IpencraBieHo pe3yabTaTi poOOTH MPOrPaMHOTO KOMIUIEKCY CHCTEMH MOHITOPUHTY
aHoMaliil QyHKI[IOHyBaHHS PO3MOAITICHHX KOMIT IOTEpHUX crcTeM. EQekTHBHICTh po3po0IIeHOT CHCTEMH MOHITOPHHTY MiATBE-
p/UKEHa METOZIOM IMITalliiHOTO MOJENIOBAHHS aTaK Ha CErMEHT MEPEeXi PO3MOIiICHHX KOMIT FOTepHHUX cucTeM. [IporoTumn 3a-
Oe3nedye HMOBIPHICTh MPUHHATTS BIpHOTO PILIEHHS NP0 HasBHICTH aHOMaNbHOTO Tpadiky ckiano 91%, MOMHIKH HEepIIoro
poxy - 5% i moMmiIKy apyroro pony - 4%. Iogansmni focmipkeHHS JOMIIBHO CIIPSIMYBATH Ha BJOCKOHAJICHHS Ta MTOKPAICHHS
METO/Iy OLIIHKH CTaHy 00YMCIIIOBAJILHOTO By3Ja Ta CTaHy 3allylIeHUX 3aBJaHb B KOMII IOTEPHill cUCTEMI.

Kawuosi caosa: IPS, IDS, Mepexi, MOHITOPHHT, PO3IOALUICHI KOMITIOTEPHI CUCTEMH, OaraToareHTHa CHCTEMa.
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