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VY 3BiTi NpPEACTaBICHO pE3yIbTaTH BUKOPHCTAHHS MAIIMHHOTO TJIMOOKOTO HaBYaHHS i3
3aCTOCYBaHHSAM poOacTHUX M-owiHOK [1] y cucTemax aHamizy Ta po3Ii3HaBaHHsS CYTHOCTEH. Y Takux
CHCTEMax, 4epe3 TeTePOreHHICTh CTPYKTYp CYTHOCTEH 1 cucteM oOpoOiieHHs naHux [2], a Takox
BIUIMB 30BHIIIHIX YMHHHKIB, AaHi, 310paHi JUIs MPOTHO3YBaHHS, MOXYTh MICTUTH SK T'ayCCOBCHKHIA
IIyM, TaK i BHINAJKOBI BUKHIU. Y 3B'SI3KY 3 IIMM, UIS 337124 TIPOTHO3YBaHHS XapaKTEPUCTUK Tpadiky,
HEOOX1THO JIOCIITUTH MOXJIUBICTh Ta €()eKTUBHICTh BUKOPUCTAHHS POOACTHUX OIIHOK MaKCUMAIBHOT
npaBaononioHoCTi — M-OLIHOK.

VY pamkax AociiJKeHHs OyJo 3alpolOHOBAHO HOBHUM alrOpUTM, 3aCHOBaHUHN Ha INIMOOKOMY
HaBYaHHI, JUIS OI[IHIOBaHHS MPOIYKTUBHOCTI MEPEeXi (BTPAaTH IMAKETiB) 3 BUKOPHCTAHHSIM POOACTHUX
M-OI[iHOK 3aMiCTh TpaIHLiiHOI OIHKK cepeanbokBaaparnunol nomuika (MSE — Mean Square Error)
y pa3i HasBHOCTI BUKHIIB, SIKIi MOXYTb CIIOTBOPIOBATH JaHI HaBYaHHS. Y IbOMY aITOPUTMI
BUKOPHCTOBYIOTh TPUIIAPOBY HEHPOHHY MEpEXKy INPSAMOro IOLIMPEHHS, A€ IPUXOBAaHMH Iuap
ckinagaerses 3 50 MpUXOBaHUX HEHPOHIB.

Byno ctBopeHo Habip JaHUX reTeporeHHoro Tpadiky, 3aCHOBaHUI Ha PI3HUX CYTHOCTSIX, 3
BUKOPUCTAHHSIM CTaHIAPTHUX 1HCTpYMEHTIB cHiinry. Lleil Habip nanux Oyao po3auIeHO Ha
HaBYaJIbHY, TECTOBY 1 IEPEBIPOYHY MiAMHOXHMHY Y criBBiHOIIEHHI 80%, 10% 1 10% BinnosigHo. Jlns
OI[IHKH MPOJYKTHBHOCTI OyJ10 po3po0iieHo Mozens rimbokoi HeriponHoi Mepexi (DNN — Deep Neural
Network).

Hapuannss DNN Oyno mpoBeA€HO 3 BHUKOPHUCTaHHSAM POOACTHOTO aJTOPUTMY 3BOPOTHOTO
MOUIMPEHHS. Y paMKax J0CTIKeHHs OyJ0 OPIBHAHO XapaKTePUCTUKU MPOAYKTUBHOCTI poOACTHOI Ta
tpaguiiinoi DNN 3a merpukamu RMSE (kopisb 13 cepenHbokBagpaTiyHoi noMuiku) [3] 1 MAPE
(cepenHs abCoNIOTHA BiJICOTKOBA TOMIIIKA) [4] 7151 KOXKHOT MOJIEI.

JUis TpbOX BUMAJKIB 13 PI3HUMHU PIBHSAMHU BHKHIB OyJ0 JIOCTIIKEHO BIUIMB TJIMOOKOTO
HaBUaHHSA Ta BIAMNOBIIHOI HelpoHHOI Mepexi DNN Ha npoxyktuBHicTh Mepexi. Lli Bumaaku
MO3HAYAIOTHCS TAKAM YHHOM:

Habip A: DNN HaB4eHa Ha 1aHuX 6€3 IIymy.

Habip B: Meperxa HaBueHa Ha JaHUX 13 BKIFOYEHHAM TayciBchkoro mymy (GN), G ~ N(0, 0.1).

Ha6ip C: DNN HaBueHa Ha JaHuX i3 BKIIIOUYEHHAM rayciscbkoro mymy GN, G ~ N(0, 0.1), a
Takox BunaakoBux BukuaiB H1 ~ N(+15, 2), H2 ~ N(-20, 3), H3 ~ N(+30, 1.5), H4 ~ N(-12, 3).

3MiHa JaHUX, 110 BUKOPHCTOBYETHCS B LIbOMY BHIIAJIKY, BU3HAYAETHCS TAKUM YMHOM:

Hani = (1-¢) G + e(HI+H2+H3+H4), ne ¢ cranosuts 10% Bij 1aHuX.

Jns mporo exkcrnepuMeHTy Oyio 3reHepoBaHO Hallp JaHWX Ha OCHOBI MOJENI Mepexi
0aHKOBCBHKOI ycTaHOBH. 110TiM, TOUKM AaHUX y KOOpJAMHATaX X 1 y OyJiu MiJjiaHi CIIOTBOPEHHIO 32
JIOIIOMOT'OF0 TayCCOBCHKOTO IIIyMY 3 HYJIbOBUM CEPEIHIM 3HAYEHHSIM 1 CTaHIapTHUM BiaxuieHHsM 0.1,
G ~ N(0, 0.1). 3minHa € TOYOK JaHUX OyJjia BUIMAAKOBO OOpaHa, a MOTIM 3aMiHEHA 3 IMOBIPHICTIO €
(OHOBUM LTYMOM, PIBHOMIPHO PO3IOJIUIEHUM Y 33JaHOMY Jiara3oHi.
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DNN-apxitekTypa sBisie co00r0 OaraTomapoBy HEWPOHHY MEpEeXy MpsSMOro MOIIUPEHHS
MFNN, 1110 CKJ1a1a€ThCsl 3 TPHOX IIapiB, BKIIOYHO 3 OAHUM MPUXOBAaHUM mapoM 3i 100 mpruxoBaHUMHU
HelipoHamu. HaBuaHHst Mepexi 31iCHIOBAIOCS 3 BUKOPHCTaHHSIM POOACTHOTO aJIrOPUTMY 3BOPOTHOTO
nommpennas BP (Back Propagation) [5] i 3acrocyBanHsM (pyHKIIIH BTpaT, 3raaHuX paHime. ¥ Moaesi
rnubokoro HaBuanHsi DL (Deep Learning) Oyno o0paHo HaMOimbII MiAXOMSNI apXITEKTYpHI
napaMmeTpH, sSK-OT pO3MIp IMaKeTa, KUIbKICTh ermoX, (PyHKIlsS akThBallli, (GyHKIIS BTpaT, MIBUIKICTh
HaBUYaHHS 1 MiHIMAJIbHI BTpaTH.

VY 11poMy JIOCIIKEHHI BUKOPUCTOBYBaJIM po3mip makeTa 32, 5000 enox, ¢yHKIIIF0 HaBYaHHS
Traincgf, mBuakicts Hapyanas 102 i mimiMansai Brpatn 102, J{ns Beix HeHpOHIB y MPUXOBAHMX
mapax Oyio oopano curmoinny ¢yHkimiro aktusanii (Tansig), a 1 HelipoHa y BUXiTHOMY 1api 0yJ1o
o0paHo JiHiiHY (PyHKIIiI0 aKTHBAIIii.

Jlnst 3a0e3niedeHHss onTUMaibHOI TPOoAYKTUBHOCTI DNN HeoOXiHO HOpMai3yBaTH BXidHI
nani, mo0 BoHW mepeOyBanu B iHTepBaimi [-1, 1], mo BiamoBimae (GakTHYHUM MiHIMATBHUM i
MakcUMalibHUM 3HaueHHsIM. DNN BUKOpPUCTOBYE MPOITYCKHY CIHPOMOXHICTh SIK BX1/IHI J1aHl 1 BTpaTH
MaKeTiB SIK BUXIOHI AaHi (MPOTHO30BAaHMK pE3ynbTar) Ui OIL[HKA ONTUMAJbHOI MPOIYKTUBHOCTI
Mepexi Ha OCHOBI 310paHoro Habopy Aanux. OCHOBHA MeTa MOoJIsirae B po3poOiii podacTHOi HEHpOHHOT
mepexi DNN, sika 3/1aTHa OIiHIOBAaTH MPOIYKTUBHICTH MEPEXKi 32 yMOB BIUIMBY 30BHIIIHIX (PaKTOPIB i
PI3HOMaHITHUX YMOB.

Jns nocsirHeHHS wi€l MeTH Oylio TpPOBEICHO TOPIBHSUIBHE JOCTIDKEHHS poOacTHHX 1
Tpaguniinux DNN 3 BUKOpPHUCTaHHSM METPUK cepeAHboKkBaaparuyHoi nommiku RMSE 1 cepeanboi
abcomoTHOT MOMIIKK y Bigcotkax MAPE. Meroro nocimikeHHsT OyJi0 BHU3HAYHTH, SIKI OIIHKH
JIEMOHCTPYIOTh HallKpallll pe3y/nbTaTH IJIs aHATi130BaHOTO J10/IaTKa.
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JlocnikeHHs MoKa3ajiy, 110 BUKOPUCTAHHA POOAcTHOI OLIHKM Ta pobacTHOi ouiHku Ko
MIPU3BOJIUTEH /10 30UTBIICHHS CEPEIHHOKBAJAPATHYHOI MOMIJIKH OUTBII HIK y T'SITh pa3iB, TOII SIK
a0CoMIOTHA MOMMIIKA € MpUOIM3HO B 1,5 pa3su MEHIIOI Yy MOPIBHSAHHI 3 BUKOPHCTaHHSIM METOIY
HalMEHIIIUX KBaJpaTiB.

Cnucok jgireparypu:

1. D.Q.F. de Menezes, D.M. Prata, A.R. Secchi, J.C. Pinto, A review on robust M-estimators
for regression analysis, Computers & Chemical Engineering, VVolume 147, 2021, 107254, ISSN 0098-
1354, https://doi.org/10.1016/j.compchemeng.2021.107254.

2. S. Semenov, V. Lymarenko, S. Yenhalychev and S. Gavrilenko, "The Data Dissemination
Planning Tasks Process Model Into Account the Entities Differentity,” 2022 12th International
Conference on Dependable Systems, Services and Technologies (DESSERT), Athens, Greece, 2022,
pp. 1-6, doi: 10.1109/DESSERT58054.2022.10018695.

3. Ossai, Chinedu. (2019). A Data-Driven Machine Learning Approach for Corrosion Risk
Assessment — A Comparative Study. Big Data and Cognitive Computing. 3. 28. 10.3390/bdcc3020028.

4. Anagnostis, Athanasios & Papageorgiou, Elpiniki & Bochtis, Dionysis. (2020). Application
of Artificial Neural Networks for Natural Gas Consumption Forecasting. Sustainability. 12. 64009.
10.3390/5u12166409.

5. Li, J., Cheng, Jh., Shi, Jy., Huang, F. (2012). Brief Introduction of Back Propagation (BP)
Neural Network Algorithm and Its Improvement. In: Jin, D., Lin, S. (eds) Advances in Computer
Science and Information Engineering. Advances in Intelligent and Soft Computing, vol 169. Springer,
Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-30223-7_87



