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The collection includes materials of reports of conference participants, which are
united by thematic areas of the conference.

The collection will be useful for professionals and employees of companies engaged
in the field of IT, as well as for teachers, masters and students of higher education
institutions studying in the areas and specialties of computer software and automated
systems, applied mathematics and information processing, will be useful to professionals
on computer modeling and development of computer games.

The results of research in the collection are a kind of slice of the current state of
affairs in these areas of knowledge, which can help both professionals and university
students to get a general picture of the development of information technology and related
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Scientific papers are grouped by areas of the conference and are listed in
alphabetical order of the authors.

Materials (abstracts) are published in the author's edition. The author is responsible
for the quality and content of publications.

Materials are submitted in Ukrainian and English.
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INEPEIMOBA

CpOTrOHIIIHI JHI Majo XTO 3 YKpPailHCBKUX YYEHUX Ha3Be CHOPUATIUBUMHU JUISL TOCHIIHKEHb —
BIMICHKOBHMI CTaH, OKyHallis YacTHHU Hamoi TepuTopii, HecTada ¢iHAHCYBAaHHS, PO3PHB OaraThox
HaJIarO/DKEHUX 3B'SI3KIB, Y TOMY YMCIl MDKHapoAHUX... lIpore Hayka Bce OJHO HE CTOITh Ha MiCII,
PO3BHBAETHCS, OCOOJIMBO I1I€ CTOCYETHCA TaKMX IEPEAOBUX TEXHIYHMX HaIpsAMIB, SK iH(OpMaIliiHi
TEXHOJIOT11, aBToMaTH3allisi, podbotorexnika. L{i ramy3i € OCHOBHUMH JyIsi OaraThoxX BUPOOHHUUX cdep,
CTBOPCHHS HOBUX BUPOOIB, B 3araji i TEXHIYHOTO MPOrpecy.

Huni pucranmiiinuii oOMiH iH(OpMaIi€l0 MiXK BUSHUMH — UM HE €JIMHA MOXJIHBICTH OTPUMATH
JaHl Mpo TepenoBi 17el y CBOii raiysi, Ipo HIISXH PO3BUTKY CBOI'O CEIMEHTY PUHKY, IPO MPOPHUBHI
3aJlyMH IHIITUX JOCTiTHHKIB.

HaiiGinpIe e MOXIJIMBO Tij 4ac MPOBEICHHS OHJIAWH-KOH(EpPEeHINH, KoM IXHI y4aCHUKH, HE
BUIXKDKAIOYH 31 CBOET KpaiHU Ta MicTa, OOMIHIOIOTHCS pe3yJabTaTaMu CBOiX JOCSATHEHb. Take 3HaHOMCTBO
13 Cy4aCHMM CTaHOM CIIpaB y HAyKOBIil raiy3i 103BOJIsIE 3a0IAJUTH SIK 4Yac, Tak 1 pecypcu. Tomy Tak
BOXJIMBO CHOTOAHI OpaTW ydacThb y TaKHX 3YCTpi4ax, a OpraHi3oByBaTH iX — 3aBIaHHS B3arajii
MepIIOPsTHE.

L1s 30ipka Te3 JOMOBIJeH CKIANaEThCsA 3 HAyKOBUX Ipalb, sKi Haxicnanu Ha XV Il Mixunapoany
HayKOBO-TIPAaKTUYHY KoH(pepeHiito «lHdpopmamiitHi TexHosorii ta aBromarm3aiis — 2024» BueHi 3
VYkpainu, Kazaxcrany, Kwutaro, Himeuuwmnm, ['py3ii, Bbonrapii, MonmoBu, IliBHiuHOi MakenoHii.
Kondepenuis mnpoiima 31 xoBtHa Ta 1 sucromaga 2024 poxky y OnecbkoMy HalllOHAJIbHOMY
TEXHOJIOTIYHOMY YyHiBepcuteTi (YKpaiHa), y ii poOoTi B3sia ydyacTh peKOpAHA KUIBKICTh y4acHHUKIB (86
opranizaiiii, 358 Te3 momoBinel, y HanmucaHHI SIKUX Opaiu ydacTh 542 ydacHHUKa), BiJl CTYIEHTIB O
npodecopis. Kondepenmii 3 IT ta aBromaruzarii, siki mpoBosateess B OHTY, Bce Oibliie mpUBEpTAIOTH
yBary BUEHHUX Ta BHUKJIaJadiB 3 yciei YKpaiHu, Ta i HE JuIle 3 HAlIoi KpaiHu. MOXKIIMBICTh ONEepaTUBHOI
myOutikamii pe3ynpTaTiB CBOiX JOCHIKEHb, OOMiHY JyMKaMH, HOOPO3HWIMBOI KPUTHKH POOJSATH Taki
3yCTpiul AyKe MPUBAOIUBUMH.

Y nmanomy 30ipHUKY TPEICTaBICHI BCI HAYKOBI JIOCIHIDKCHHS, PE3YJIbTaTaMH SKAX 3aXOTLTU
MOALTUTHCS y4acHUKU KoH(epeHii. HaykoBi mparii 3rpynoBaHi 3a HanpsiMKaMu poOOTH KOH(EpeHIii Ta
HaBesleHI B an(daBiTHOMY MOPSAKY TMPI3BHIN aBTOpiB. Marepianu (Te3M IOMOBIICH) IPYKYIOThCS B
aBTOPCHKIN peAaKiIii.

PREFACE

Few Ukrainian scientists would call these days favorable for research - martial law, occupation of
part of our territory, lack of funding, severance of many established connections, including international
ones... However, science still does not stand still, it is developing, especially in such advanced technical
areas , such as information technology, automation, robotics. These industries are fundamental for many
production areas, for the creation of new products, and in general for technical progress.

Currently, remote exchange of information between scientists is perhaps the only opportunity to
obtain data on advanced ideas in their industry, on ways to develop their market segment, and on the
breakthrough ideas of other researchers.

This is most possible during online conferences, when their participants, without leaving their
country and city, exchange the results of their achievements. Such familiarity with the current state of
affairs in the scientific field saves both time and resources. That’s why it’s so important to participate in
such meetings today, and organizing them is a top priority.

This collection of abstracts of reports consists of scientific papers sent to the XVII International
Scientific and Practical Conference "Information Technologies and Automation - 2024" by scientists
from Ukraine, Kazakhstan, China, Germany, Georgia, Bulgaria, Moldova, North Macedonia. The
conference was held on October 31 and November 1, 2024 at Odesa National University of Technology
(Ukraine), a record number of participants took part in its work (86 organizations, 358 abstracts of
reports, in the writing of which 542 participants took part), from students to professors. Conferences on
IT and automation, which are held at ONUT, increasingly attract the attention of scientists and teachers
from all over Ukraine, and not only from our country. The possibility of prompt publication of the results
of one's research, exchange of opinions, and friendly criticism make such meetings very attractive.

This collection presents all the scientific research, the results of which the conference participants
wanted to share. Scientific works are grouped according to the areas of work of the conference and are
listed in alphabetical order by the names of the authors. Materials (abstracts of reports) are published in
the author’s edition.
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NEUROMORPHIC COMPUTING FOR ROBOTIC SYSTEMS: APPROACHES TO
AUTONOMOUS ADAPTATION AND REAL-TIME CONTROL
Huts V.V. (vladgucO3@gmail.com)
Simon Kuznets Kharkiv National University of Economics

This work examines the integration of neuromorphic computing into robotic systems, specifically
new approaches to autonomous adaptation and learning. Neuromorphic computing mimics the operation
of neural networks in the human brain, enabling the creation of more energy-efficient and flexible robotic
systems. The primary focus is on comparing traditional methods with cutting-edge neuromorphic
approaches, as well as the practical aspects of their implementation to enhance the ability of robots to
self-learn and adapt in dynamic conditions.

Introduction. Neuromorphic computing is gaining increasing attention in robotics due to its ability
to provide adaptation and autonomous learning for robots. Traditional neural networks have limited
flexibility and high energy consumption, which restricts their effectiveness in dynamic environments. In
contrast, spiking neural networks (SNN), which mimic biological processes, allow for greater energy
efficiency and better real-time processing of sensory data.

Neuromorphic processors, such as Intel's Loihi, demonstrate high efficiency in robotic systems by
operating with significantly lower energy costs compared to traditional approaches. This enables the
development of autonomous systems that can quickly adapt to changes in the environment, such as
obstacle detection or path correction for the robot's movement. The aim of this research is to explore the
potential for integrating neuromorphic computing into robotic systems, specifically how SNNs can
enhance the autonomous adaptation and learning of robots [1], [2].

Problem Statement. The problem lies in the fact that traditional neural networks used for
controlling robotic systems have several limitations. First, they consume a significant amount of energy,
which restricts their effectiveness in mobile and autonomous systems [3]. This is particularly critical in
scenarios where autonomous systems need to operate for extended periods without recharging or have
limited computational resources. Second, these systems struggle to adapt to changing environments, as
their structure is fixed, and training requires substantial computational resources and time.

Neuromorphic computing, particularly spiking neural networks (SNN), offers solutions to these
problems due to their ability to process information in real time with low energy consumption and high
adaptability [4]. However, the question of integrating neuromorphic computing into robotic systems
remains underexplored. Research is needed to determine how effective these systems are in enhancing the
adaptation and learning of robots, as well as which technical aspects require further development to
ensure their widespread implementation in autonomous systems.

Methodology. Neuromorphic systems, like SNNs, emulate the behavior of biological neurons,
making them highly efficient for real-time applications in robotics, especially in environments requiring
fast and adaptive decision-making.

The system was modeled using the Nengo library witch allows for the flexible design of spiking
neural networks, which are critical for the implementation of neuromorphic systems.
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Spiking neural networks are biologically inspired models in which neurons communicate by
transmitting discrete electrical pulses, known as spikes. Unlike traditional neural networks, where data is
processed continuously, SNNs process data based on the timing of these spikes, providing an advantage
in terms of energy efficiency and real-time processing [4].

In this model, the membrane potential of each neuron is governed by the following equation:

V() = Vyese + ) g S(t = 1) ®

where V(t) is the membrane potential of the neuron at time t, Ve iS the resting membrane potential,

w; represents the synaptic weight of the incoming signal from neuron i, and

S(t—t;) is the spike function that indicates whether neuron i fired at time t;.

The membrane potential accumulates input from connected neurons and triggers a spike when it
exceeds a threshold value. This process can be described by the spike activation function:

1; if |4 (t) = Vthreshold
f(V(t)) {O' if V(t) < Vthreshold (2)
where V(t) is the membrane potential and Vinreshold 1S the threshold above which a neuron fires a spike.

This model was designed to receive sensory input from the environment — specifically, data about
the distance between the robot and an obstacle. The sensory node transmitted this data to the SNN, which
then processed the information to control the robot's movement. The neurons in the SNN were tasked
with determining the optimal speed of the robot based on its distance from the obstacle, providing a real-
time response.

The movement of the robot was adjusted according to the distance between the robot and the
obstacle. This relationship is modeled by the following equation:

d(t)
V(t) = Vmax * (1 — d ) 3)
max
where v(t) is the robot's speed at time t, v,,,,, IS the maximum speed,

d(t) is the current distance to the obstacle at time t,

dmax IS the maximum initial distance to the obstacle.

As the robot approaches the obstacle, the SNN processes sensory inputs and gradually reduces the
speed, ensuring that the robot avoids a collision. The SNN continuously adapts the robot's movement in
real time based on the sensory data. The simulation was run for a period of five seconds, during which the
robot gradually moved toward the obstacle. The primary goal of the simulation was to test how well the
spiking neural network could adjust the robot's speed and direction in response to decreasing distance to
the obstacle. The performance of the SNN was evaluated based on neuron activity, movement commands,
and sensory data, all of which were recorded for further analysis and visualization.

The simulation provided valuable insights into how neuromorphic systems, particularly spiking
neural networks, can enhance the ability of robots to autonomously adapt to dynamic changes in their
environment. The real-time processing capabilities of SNNs allowed the robot to adjust its movement
effectively in response to external stimuli.

Results and Discussion. During the simulation, data on sensory signals, robot movement
commands, and the activity of neurons in the spiking neural network (SNN) were collected and analyzed.
These results help assess the adaptability and real-time decision-making capabilities of the neuromorphic
system [3]. The system was designed to react in real time to environmental changes, allowing for the
processing of sensory data and generating movement commands efficiently.

Sensor Data. Figure 1 shows the change in distance to the obstacle during the simulation. The
distance decreases linearly, indicating that the robot moved directly toward the obstacle without changing
its direction. This allows for the assessment of how the system receives and processes input data. The
sensory data serves as the primary source of information for the spiking neural network, which uses these
inputs to generate output commands for the robot's movement.

Output Movement Commands. Figure 2 illustrates the movement commands generated by the
neuromorphic system based on the processed sensory data. Initially, the robot moves at maximum speed,
but as it approaches the obstacle, the speed gradually decreases. This behavior confirms the ability of the
system to adapt to its surroundings by continuously adjusting the robot’s speed. The SNN processes real-
time sensory data to predict when to reduce speed to avoid a collision, demonstrating its ability to
autonomously control the robot's movement.
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Neuron Activity. Figure 3 depicts the activity of neurons in the SNN throughout the simulation.
Each row represents the activity of an individual neuron at different moments in time. This spike-based
activity increases as the robot approaches the obstacle, indicating that the network is actively processing
more critical sensory information. The closer the robot gets to the obstacle, the more responsive the
neurons become, triggering adaptive behavior, such as reducing the robot's speed. This dynamic response
highlights the SNN’s capacity for real-time processing and decision-making [4].

The results obtained confirm that the use of neuromorphic computing in robotic systems allows for
effective responses to environmental changes, providing flexible real-time adaptation. Compared to
traditional systems, which often rely on pre-programmed responses, the neuromorphic system
demonstrated the ability to dynamically adjust its behavior based on real-time inputs. This demonstrates
the potential of spiking neural networks to handle more complex and dynamic environments in robotic
tasks. Future research could explore more advanced sensory inputs or longer simulations to assess the
system's performance in even more unpredictable environments.
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Conclusions. The study demonstrated that the integration of neuromorphic computing into robotic
systems based on spiking neural networks (SNN) offers significant advantages in terms of autonomous
adaptation and energy efficiency. The use of neuromorphic processors allows for reduced energy
consumption while ensuring real-time processing of sensory data at high speed. Simulation results
showed that the system successfully generates commands to control the robot's movement in changing
environments, particularly when approaching obstacles. The activity of the neurons in the network
confirms the system's ability to adapt to external factors, ensuring stable operation and decision-making.

Thus, neuromorphic computing represents a promising direction for the further development of
autonomous robotic systems. The use of such networks may be especially beneficial for tasks requiring
real-time adaptation with minimal energy expenditure, such as autonomous vehicles or industrial robots.
For instance, autonomous vehicles could benefit from neuromorphic systems for real-time obstacle
detection and energy-efficient navigation in complex urban environments. Compared to traditional
systems, neuromorphic processors provide a significant advantage in terms of energy efficiency and real-
time responsiveness, making them ideal for continuous, long-duration tasks.

Future research could focus on expanding the application of neuromorphic networks to more
complex tasks and environments, such as those requiring integration of multiple sensory inputs, as well as
optimizing the architectures of neuromorphic processors to enhance their performance. Testing in
unpredictable, real-world scenarios could further validate the potential of these systems.
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IMPOBJIEMMU TA BUKJIMKH CTBOPEHHA ITYYHOI'O IHTEJIEKTY 3 KOITHITUBHUMMUA
MOXKJINBOCTSAMUA JIIOANHU B MEZKAX CYYACHUX TEXHOJIOI'TI

Hertsapsos B.B., boposuk B.O.

(v.dehtiarov@cs.sumdu.edu.ua, bvalena56@ukr.net)

CyMmcbkuii nepxaBHUN yHiBepcuTeT (YKpaina)

Tesu npucesueni O00CHIONCEHHIO GUKIUKIG | Npobiem, No8's3anux 3i CMEOPEHHAM WMYYHO2O
inmenexmy (L), 30amnoco imimysamu 100CbKI KOSHIMUBHI Npoyecu 8 pamKax 0OMediCeHb CYUACHUX
mexnonoeiu. OcHOBHA y8aza NPUOLIAEMbCA  OOUUCTIOBATLHUM — OOMENCEHHAM, HeOOCKOHANOCMI
aneopummie ma emudHUM NUMaHHsM.

Bcmyn

ryyanii intenekr (LLI) € BaxnMBMM KOMIOHEHTOM Cy4YacHHMX TexHoJorii. He3Baxkaroum Ha
3HaYHUI MPOTrpec y MAIIMHHOMY HaB4YaHHI Ta oOpoOui mpupoaHoi moBu, cTBopeHHs I, 3matHOrO
IMITyBaTH KOTHITHBHI 3MI0OHOCTI JIOJAWHH, 3aJUIIAETHCA HEAOCSHKHUM depe3 OOMEKEHHS CYJacHHX
TexHoJorid. OcCHOBHI MpoOJeMH BKIIOYAIOTh HEIOCTaTHI OOYMCIIOBANIbHI pPECcypcH, OOMEXEHHS B
QITOPUTMIYHOMY TU3aliHi, 1e(PIiUT BCEOIYHOT0 KOHTEKCTHOTO PO3YMIHHS Ta CTHYHI TUTAHHS.

Oomerrcenna cyuacHux mexHono2ii

OcraHHI TOCATHEHHS B raiy3i anapaTHoro 3abesnedeHHs, 30kpema Nvidia A100 ta Nvidia H100,
3HAYHO PO3UIMPHUIIA MOXKJIMBOCTI OOUUCITIOBAIBHUX CUCTEM. THM HE MEHII, HaBiTh 1l Cy4acHi Mpolecopu
HE 371aTHI 3a0e3MeUnTH HEOOXiHY MOTY)KHICTh JJISi MOJEIIOBAHHS KOTHITUBHHUX IPOIECIB JIIOAUHU. SIK
nokazaHo B Tabn. 1, mopiBHsuibHUHM aHami3 Nvidia A100 ta H100 noka3ye, mjo ocTaHHiii mae BIBiul
OUIbLIY IPOMYCKHY 3/1aTHICTh MaM'aTi, 110 J03BOJISE MPUCKOPUTH HABYAHHS BEJITUKUX MOBHHX MOJIEJIEH.
[Ipore HaBiTH I TEXHOJIOTisI HEe 37aTHa 3a0e3nmeynTH HEOoOXimHi pecypcu anst crtBopenHs I 3
KOTHITUBHHMHU 3110HOCTSIMU, TTOAIOHUMH 10 JIFoAChKuX [1] [2].

Tab6un. 1. IlopiBasiHHA XapakTepucTuk Nvidia A100 Ta H100

NVIDIA H100 NVIDIA A100
FP8 4000 TFLOPS 6X

FP16 2000 TFLOPS 3X

TF32 1000 TFLOPS 3X

FP64 60 TFLOPS 3X

HBM3 3TB/s 1.5x

PCI Gen5 128 GB/s 2X

4TH Gen NVLink 900 GB/s 1.5x

Heoockonanicme anzopummie

AnroputmMu rimbokoro HaByaHHs, Taki sk GPT-3 1 BERT, neMoHcTpyloTh BHCOKY
MPOAYKTHUBHICTh Y BUKOHAaHHI KOHKPETHHX 3aBJaHb, BKIIOYAOYH 00pOOKY NpHpo1HOi MOBH. OHAK BOHU
He 3[1aTHI y3araJbHIOBaTH 3HaHHS ab0 aJanTyBaTHCS 10 HOBUX CHUTYalliil 0e3 BelMKUX HabopiB AaHuX. Sk
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