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Abstract. The aim of the paper was to resolve the contradictory findings on exchange rate variability and stock returns
on the basis of comparative evidence from Asian markets with interest rate variation serving as a moderator of the
observed effect. The study applied the quantile and Bayesian Vector Autoregression technique from 2000 to 2023. The
findings suggest that currency rate volatility and interest rate risk are two market risk variables that have a large and
negligible direct influence on stock return, particularly over the long term. The results demonstrated a significant positive
relationship between variations in exchange rates and return on assets, the latter being established at the medium to
higher quantile of exchange rates. Return on assets reacts favourably to shocks related to interest rates and exchange
rates. This may suggest that stock markets with substantial international operations are robust enough to withstand
the volatility and risk brought on by currency rate swings. The results indicate that interest rate variations, which are
favourable to the market, have a positive effect on returns. It implies that banks are motivated to extend credit to more
people. When these factors move in same direction, there is a low sentiment in the market, a low risk and positive
investor behaviour. Additional quantification of the magnitude and direction of volatility spillovers between exchange
rates and stock returns show how these linkages are dynamic and vary depending on nations, time periods and market.
The interdependence of exchange rate changes and stock returns within the larger financial ecosystem is highlighted by
the volatility spillover that influences economic policy decisions, risk management techniques and investment strategies.
The study concluded that during the analysed periods in Asia, the market risk variables taken into account in this model
are important and substantial predictors of return on assets
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¢ INTRODUCTION
Due to currency volatility, exchange rate risk is now con-
sidered one of the primary issues with foreign portfolio
diversification. Risk of losing money (financial losses) due
to hostile and unfavourable fluctuations in exchange rates
is commonly referred to as exchange-rate risk or currency
risk. Currency risk exposes investors and business owners,
who operate internationally and have assets to financial
losses. Higher profits are among the advantages of a stable
currency and a reduced risk profile from foreign portfolio
diversification. Thus, managing exchange rates and curren-
cy volatility are crucial aspects of portfolio management,
which is the primary focus of this research. Currency risk
can result in erratic gains and losses. Foreign exchange or
currency risk can be divided into three categories: the risk
that occurs when the exchange rate changes before the deal
is finalised (transaction risk); the currency risk, with which
avulnerability to exchange rate swings lower than a compa-
ny’s market value (economic risk); the currency risk associ-
ated with abusiness, retaining a sizable amount of its assets,
liabilities, or stocks in foreign currencies (translation risk).
In this sense, ].W.M. Mwamba et al. (2019) demonstrat-
ed that when looking for advantages from foreign portfo-
lio investment and international diversification, African
investors face with significant currency rate risk. Hence,
when there is less currency fluctuation, greater diversifi-
cation worldwide yields higher returns at lower risk. The
succession of local currency depreciations in major re-
gional economies over the past two years has shown that
foreign exchange is likely the most important component
of the risk equation for any organisation. H. Napitupulu
& N. Mohamed (2023) pointed out that the unanticipated
COVID-19 epidemic increased stock market volatility and
extreme price shocks since the markets are vulnerable to
events that limit investors’ mobility. The results obtained
by A. Gbadebo (2023) suggest that share prices respond
positively to positive shocks in exchange rates in one-way,
whereas share prices do not react negatively to negative
changes in exchange rates. This implies that the depre-
ciation of the naira serves as a motivator for investors to
engage in more stock market trading. According to C. Chik-
wira & J.I. Mohammed (2023), there is a considerable posi-
tive link between growth success and the stock market.
According to C. Urom et al. (2023), energy markets are
the main sources of shocks and have poor connections with
other markets. The analysis also showed that equity mar-
kets in France and South Africa communicated the highest
volatility spillover. S.R.M. Ali et al. (2022) examined the con-
nection between oil and stock market volatility and discov-
ered that the returns of both markets were positively corre-
lated. The findings further revealed that the currency rate,
stock market and oil market all supported co-movement.
S.A. Nusair & D. Olson (2022) presented scientific evidence
supporting the connection that runs from stock prices and
exchange rates in the G7, apart from the Italian economy.
Using the spillover index, I. Jebabli et al. (2022) studied
volatility spillovers between the global energy market and
the stocks markets. They realised that the energy industry
was impacted by global equities markets. After conduct-
ing research for the BRICS, K. Rai & B. Garg (2022) came
to the conclusion that during the pandemic, an increase
in stock returns had a negative impact on the changes

in exchange rate. Y. Li et al. (2021) also proposed compel-
ling evidence of COVID-19 fatality instances. The stock
market responds to patients’ deaths more than to their re-
coveries. Using the VAR-GARCH technique, B. Aydogan et
al. (2024) examined the spillover between cryptocurrency
and stocks in seven developing nations and the G7. The
study discovered significant return and volatility spillover
between cryptocurrencies and G7 stock markets, with most
developing countries experiencing unidirectional spillover
and most G7 markets experiencing bidirectional spillover.

The purpose of this research was to evaluate empirical-
ly how stock returns react to changes in foreign exchange
rates and interest rates in Asia countries. The significance
of this study derives from the fact that the research focus-
es on the analysis of volatility connectivity and spillover
rather than their causation. The research has looked into
the relationships and spillovers of volatility between ex-
change rates and stock price returns in Asia countries. The
volatility of “giver” and “receiver” has been measured. As is
can be seen from the analysed literature, a lot of attention
is paid to the study of exchange market or stock market
connection. Stock market and exchange rate volatility have
been measured, and potential correlations between finan-
cial markets in Asia have been examined. Additionally, the
volatility connection between exchange rates and asset re-
turns, which has not been extensively studied in the past,
has been explored.

e LITERATURE REVIEW

The international Fisher effect theory and the portfolio
theory provide the theoretical foundation for the rela-
tionship between the foreign exchange and stock markets.
The co-movement of stocks and exchange rates can be ex-
plained by both theories; however, they may have an impact
on a market at the same time. International Fisher effect
theory upholds that currency rate fluctuations throughout
time are based not on inflation rates but on market interest
rates. The Fisher hypothesis simply states that as long as fi-
nancial market arbitrage opportunities exist, which usually
occurs in the form of capital flows, real interest rates are
the same across nations. Real interest rate equality even-
tually leads to a slow drop in the real value of the country’s
currency since the country with the higher interest rate is
supposed to have a greater inflation rate as well. The inter-
est rate theory of exchange rate predictions explains the
connection between foreign currency rates and compara-
tive interest rates.

Exchange rate changes are sometimes reflected in the
nominal interest rate differentials between two nations.
Interest rate parity theory upholds the idea that changes
in two nations’ currency exchange rates balance out differ-
ences in interest rates. According to this hypothesis, when
two countries have different interest rates, the difference
in forward and spot exchange rates is also present. Interest
rate parity, which links interest rates, spot exchange rates
and foreign exchange rates, is crucial to the operation of
foreign currency markets. R. Aydin et al. (2024) validated
portfolio theory for the BRICS, excluding China, prior to the
pandemic; nevertheless, the same authors could only es-
tablish the traditional theory for the Chinese stock market.
For the G7 countries, S.A. Nusair & D. Olson (2022) found
evidence in favour of the portfolio balancing approach over
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the long term. The crux of the PBT is an inverse relation-
ship between interest rates and stock prices based on the
idea that falling stock prices lead to declining wealth, which
in turn causes capital outflows and currency devaluation
since falling money demand also lowers interest rates.

N.Mwenda Mutwiri et al. (2021) investigated the perfor-
mance of the Kenyan stock market and systematic risk. The
efficient market hypothesis, APT, and integration analysis
served as the study’s pillars and were used to determine the
correlations between its variables. The analysis revealed a
strong, long-term positive correlation between Kenya’s
stock market performance, inflation and interest rates. For
the sake of investors, the research recommends invest-
ment businesses and financial analysts to forecast future
stock exchange performance using historical data on the
rate of 91 Treasury notes and inflation. Bidirectional vol-
atility spillovers across the global equities, gold and ener-
gy markets were identified by M.M. Elgammal et al. (2021).
Substantial evidence of volatility connectivity and spillover
in the worldwide exchange market has been discovered by
1.0. Fasanya et al. (2021). In their investigation of the con-
nections and spillover between the oil, stock and foreign
exchange markets, E. Bouri et al. (2021) discovered spillover
between these asset markets. K. Morema & L. Bonga-Bon-
ga (2020) discovered a notable correlation between the vol-
atility of the gold and equities markets in Africa, as well as
between the equity market in South Africa and crude oil.

From 2000 to 2016, D.F. Kassi et al. (2019) examined
how market risk affected the financial performance of com-
panies listed on the Casablanca exchange. The differenced
and system GMM methodologies, as well as panel regres-
sion with fixed and random effects, were used. The findings
suggested that the financial performance of 31 firms, taken
into consideration in the sample, was significantly nega-
tively impacted by several indicators of market risk, includ-
ing the degree of financial leverage, the gearing ratio and
the book-to-market ratio. From 2015 to 2007, considerable
influence of market risk indicators on the return on Indo-
nesian stocks was reported by T. Farlian et al. (2019). The
Chow test technique and the common effect were applied.
Earlier researches investigating the relationship between
foreign exchange and stock markets primarily used linear
regression approaches and models, disregarding the pos-
sibilities of cross-variable dynamics that enables interac-
tions. This is due to the fact that financial economics en-
compasses a variety of related topics, including exchange
rate passed on effects, interdependence and co-movements
in financial markets, transmission effects of currency crises
and volatility spillover.

e MATERIALS AND METHODS

The Bayesian vector autoregression (BVAR) model is used
to evaluate the stock return effects of exchange rate and
interest rate changes in Asian countries. The SBVAR mod-
el combines panel data with traditional VAR models. It is
widely used in several sectors. Similar to the traditional
VAR model, the SBVAR model considers each variable in
the system to be endogenous. Panel data analysis, which
can regulate the individual variability that is not discov-
ered, is another advantage. This suggests that the SBVAR
model may capture the relationship between econom-
ic variables more accurately and distinctly. Additionally,
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variance decompositions have been performed using the
BVAR model. In real-world applications, a BVAR model
with excessive delays has less freedom and a larger chance
of multicollinearity. To avoid this, a number of lags in the
model were fixed using the Schwarz’s Information Criteri-
on (SIC), the Akaike’s Information Criterion (AIC) and ad-
ditional lag length selection criteria. In this paper, the lag
order and duration in this model were estimated using the
Akaike, Bayesian, and Hannan-Quinn information criteria.
This criterion was selected due to its ability to yield more
consistent and durable outcomes. Basing the methodology
on the asset pricing model that is applicable to scenarios
in which foreign variables, common to all or specific asset
classes, are mixed with local variables that effect exclusive-
ly domestic markets, the information, used to identify the
BVAR model, was chosen based on the characteristics that
the economies of the Asia nations are most affected by. The
estimated model is derived from the return-generating pro-
cess for a portfolio in terms of a particular reference currency,
which is a linear function of exchange rate and interest rate:

ROA,=p,+B,EXR +B,INTR +e, (1)

where ROA is the return on assets in Asia pacific; EXR is the
real exchange rate volatility; and INTR is the short-term
interest rate. The standard VAR model is specified as:

X=crIDX, ve, @

where X is a Kx 1 vector of response variables in period t;
D, is the coefficient matrix of the i lag of X. The relevant
BVAR model to capture the interactions amongst exchange
rate, ROA inflows and interest rate is thus specified as:

ROA[ = aO + Z’/’.”l(llROAt - i + Z?—laZEXRt - l +

+37 @ INTR, =i+ p,; 3)
EXR =p,+ ZF; BEXR i+ Z?-lﬂZINTRf it

+30 BROA i+, “4)

INTR =y, +3" y,INTR ~i+3" y,ROA ~i+
+20 V.EXR —i+p,,. (5)

The robustness of the BVAR model estimation was as-
certained on the basis of quantile regression estimations.
The a-quantile of the ROA in a nonparametric context may
be expressed as follows, initially:

ROA,=f“EXR,+pINTR +¢, ©)

where ROA, EXR and INTR represent return on assets, ex-
change rate and interest rate. The linearisation of the coef-
ficient vector was based on the first-order Taylor expansion
of p* around EXR* and INTR* which generates the following
equations:

B{(EXR)=B«(EXRY) + B«(INTRY)(INT, - EXRY); )
BUEXR)=p(a, u)+ (e, Y)(INT,~ EXR¥). ®)

Equation (8) can be substituted with equation (7) to
get the following equation:
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ROA,=p(a, 4) +,(a, Y)(INT,~ EXR") +&",. ©)

Equation (9) captures the connection between the
o quantile of exchange rate and interest rate and the y™
quantile of the ROA, given that § and f, are reciprocally
indexed in a and y. Accordingly, the estimated values of a
and y were used in equation (10) respectively:

min,, ., >0 (ROA -b,, - b (INT,- EXRY)G(F EXR - ), (10)

where d_represents the tilted absolute value, which pro-
vides the o - conditional quantile of ROA, as a solution. The
sample of 20 Asia stock markets in the study includes the
stock markets of Bangladesh, India, Pakistan, Sri Lanka,
North Korea, Singapore, China, Taiwan, Malaysia, Cambo-
dia, Thailand, New Zealand, Indonesian, Maldives, Mon-
golia, Vietnam, Philippines, Australian, Russia and Japan.
The World Trade Organisation (2024) and United Nations
Conference on Trade and Development (Free access...,n.d.;
The trade data..., n.d.) were the major sources of the re-
search data. The covered period is from 2000 to 2023. The
interest rate variable was calculated as the variation in the
short-term rate of the central monetary authorities. The
foreign exchange rate changes were calculated as the per-
centage change in the bilateral exchange rate measure.
Since the US dollars is the currency that is traded most
frequently worldwide, the value of each currency in the
Asiatic nations included in the study was measured in re-
lation to the US dollars, which was used to determine the
percentage change in the bilateral exchange rate measure-
ment. Hence, the percentage changes were obtained in the
BDT/USD, INR/USD, PKR/USD, LKR/USD, KPW/USD, SGD/
USD, CNY/USD, TWD/USD, MYR/USD, KHR/USD, THB/
USD, NZD/USD, IDR/USD, MVR/USD, MNT/USD, VND,/USD,
PHP/USD, AUD/USD, RUB/USD and JPY/USD. The rational-
ity behind the use of the bilateral exchange rates was the
daily exposure of businesses and consumers to these rates

when making travel-related purchases, ordering goods and
services from other nations, purchasing input from inter-
national markets, and signing agreements to export their
goods and services abroad. Return on a stock was calculat-
ed as the difference between the current price of the most
traded stock and the immediate former price of the stock
in each Asian market is divided by the stock’s immediate
former price multiplied by 100. The calculation was done
iteratively in order to account for longer time periods. Aug-
mented Dickey-Fuller (ADF), panel unit root (IPS), Perdoni
co-integration and Pairwise Granger causality tests were
also conducted.

e RESULTS

Selected series were descriptively tested to ensure that
they followed a normal distribution. The descriptive sta-
tistics results are shown in Table 1-3 for returns exchange
rate and interest rate respectively as follows: each series’
average (i.e., mean and median) in Table 1 above demon-
strates a high degree of consistency. None of their values
were too high or low, which served as evidence for this.
When it came to how the selected series were distributed
around their average, almost all of them were distributed
quite equally. This was demonstrated by the low standard
deviation values that each series possessed. As a result, the
series lacked truly large values. Every single variable had
a positive skewness statistic. Given that each series was
symmetrical around the mean, the coefficient of skewness
suggests that they were all very close to having a normal
distribution. The kurtosis values of each variable were
more than 3. This suggested that they were all fairly dis-
tributed. At the 5% level of significance, the Jarque Bera
statistics for the return series showed that all the variables
were not normally distributed since the pro-value was less
than 0.05. The results also show that the kurtosis of the
distribution of return is greater than 3 meaning that stock
market return of all countries is not normally distributed.

Table 1. Descriptive statistics for ROA

Bangladesh 13.0467 1.386 124.587 4.73377 3.39213
India 10.0699 0.356 179.585 5.033917 2.45758
Pakistan 10.9365 5.387 123.489 4.147537 6.44638
Sri Lanka 14.1143 1.289 190.487 3.253622 9.13422
China 10.7955 0.948 176.489 1.813415 3.42306
Taiwan 11.9871 0.187 166.380 2.713514 3.41891
Japan 19.5141 1.267 120.346 1.733901 8.43258
Malaysia 16.3479 1.387 190.347 1.753104 7.9344
Cambodia 14.2529 1.938 145.387 3.190895 8.38456
Thailand 13.3466 1.224 129.300 2.990663 8.86787
New Zealand 10.1306 1.763 188.256 1.888456 9.34234
Indonesian 15.8946 1.092 199.367 3.729956 9.82245
Maldives 17.3558 1.284 144.367 3.915112 10.3245
Vietnam 18.4193 1.654 123.346 3.755022 9.16666
Russia 11.1277 1.902 190.267 3.041525 7.25833
Philippines 13.5641 1.327 189.367 3.571426 4.3568
Australia 10.1423 0.387 100.373 3.592145 5.44167
North Korea 11.0145 0.445 122.346 4.137363 7.53333
Singapore 19.5001 0.192 135.287 3.338271 9.62589
Mongolia 19.2896 1.387 187.267 4.077459 2.71666

Source: created by the authors
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Table 2 shows the exchange rate volatility of all coun-  110.05363 and 33.190895 respectively. The Chinese Yuan
tries. The volatility in the exchange rate of Malaysian Ring-  has the lowest volatility of a single digit of 9.098929. The
gits is the highest with a standard deviation of 112.733901,  kurtosis of Singapore is normally distributed since their
followed by Indian Rupee and Thai Baht with volatility of = kurtosis value is less than 3, i.e. 1.071432.

Table 2. Descriptive statistics for EXR

Bangladesh 21.306573 0.457612 12.172500 21.045201 6.977792
India 61.123786 0.486592 123.75190 110.05363 3.795228
Pakistan 21.123983 0.515571 110.96160 22.053045 2.914132
Sri Lanka 71.124190 0.544551 134.94540 23.053342 2.928003
China 21.326146 0.57353 121.07030 9.098929 3.056633
Taiwan 22.000000 0.576191 146.00002 17.000000 25.78090
Japan 31.88395 0.578852 100.07005 11.34840 3.817673
Malaysia 22.403678 0.581513 111.733901 112.733901 9.459200
Cambodia 33.832343 0.584174 113.753104 13.753104 3.248800
Thailand 40.698363 0.586834 123.190895 33.190895 6.248800
New Zealand 41.713812 0.589495 122.990663 12.990663 11.248800
Indonesian 33.102332 0.592156 161.888456 31.888456 10.588200
Maldives 31.903075 0.594817 113.729956 23.729956 2.0000005
Vietnam 22.732926 0.597478 156.915112 26.915112 14.82003
Russia 17.030536 0.600139 199.755022 13.755022 7.214293
Philippines 16.5920868 0.603833 124.041525 14.041525 6.428572
Australia 19.253379 0.607528 113.571426 27.571426 15.64286
North Korea 19.599323 0.611222 167.592145 29.592145 4.857152
Singapore 18.674762 0.614917 189.137363 24.137363 1.071432
Mongolia 16.984415 0.618611 123.338271 25.338271 3.285712

Source: created by the authors

Table 3 shows the interest rate volatility results of all  The implication is that banks are encouraged to lend more.
countries. The Pakistan has the highest volatility in inter- ~ Similar to this, businesses and consumers are drawn to the
est rate with a standard deviation of 97.74769. The average  very low cost of borrowing to ease businesses and this goes
rates of Japan, North Korea and Singapore are negative. along way to increase investment expenditures.

Table 3. Descriptive statistics for INTR

Bangladesh 17.04991 2.218530 128.50 25.41591 1.887133
India 12.16513 1.863000 158.800 34.81709 1.616117
Pakistan 5.566063 2.381717 374.840 97.74769 54.73799
Sri Lanka 23.81629 2.568400 127.520 44.19648 45.47097
China 7.020982 8.014310 493.890 5.16843 2.875120
Taiwan 13.32735 1.831267 877.380 22.33962 1.891009
Japan 2.434138 4.222402 142.02 56.60517 3.287907
Malaysia 20.25127 3.069062 132.54 13.77857 2.9309
Cambodia 16.29240 1.346505 141.772 17.25714 6.187029
Thailand 6.27121 41.92525 152.004 20.73571 1.4111
New Zealand -13.58754 3.78133 172.236 24.21429 -2.891078
Indonesian 31.48709 7.385528 122.468 27.69286 1.1810345
Maldives 5.466435 0.161560 182.712 31.17143 7.002164
Vietnam 13.84138 14.00937 142.75 14.01865 6.454617
Russia 4.099958 4645.183 102.816 35.66667 1.525560
Philippines 10.02946 0.000000 173.875 36.68333 12.34874
Australia 8.294092 2.820468 192.933 23.48951 2.691256
North Korea -5.4828943 5.007325 123.991 30.54582 1.289723
Singapore -2.3802873 11.3873 128.052 21.48464
Mongolia 7.3673442 9.36745 124.591 29.46759

Source: created by the authors

The results of unit root test are shown in Table 4. Ta-  IPS test, which was calculated using intercept and trend. It
ble 4 above presents the unit root result for the ADF and  shows that the exchange rate became stationary after the
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first difference I(1), while the return on assets and inter-
est rate were stationary at levels I(0), using a maximum 5%
threshold of significance. The cointegration test must be
performed to ascertain whether a long-term relationship

exists since the 1(0) and I(1) variables have been mixed to-
gether. Table 5 results showed that most tests had prob-
abilities less than 0.5%, which allowed accepting the hy-
pothesis of cointegrating relation amongst the variables.

Table 4. Unit root results

. - e
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o |t i T
o emnews swwew |
INTR }3%333)* - _2(20%6%%505;7* 1O

Note: *(**) significant at 1% (5%)
Source: created by the authors

Table 5. Perdoni cointegration test result and Pairwise Granger causality test

Statistics Statistic Prob.
Group RHO statistic 0.286601 0.008
Group PP statistic -2.191460 0.002
Group ADF statistic 0.552223 0.006

Source: created by the authors

At 1%, 5%, or 10% level of significance, accept-
ing the null hypothesis implies that there is no caus-
al relationship between the variables, while rejecting
it implies that no variable truly Granger causes the

other (Table 6). This is used to show the way in which
the rising commercial activity of international and local
investors in developing nations is leading to the causal-
ity emissions.

Table 6. Pairwise Granger causality test results

Null hypothesis ‘_

EXR does not Granger cause ROA 0.04185 0. 9590
ROA does not Granger cause EXR 0.14622 0.8640
INTR does not Granger cause ROA 839 0.08308 0.9203
ROA does not Granger cause INTR 0.08118 0.9220
INTR does not Granger cause EXR 839 0.10159 0.9034
EXR does not Granger cause INTR 0.08587 0.9177

Source: created by the authors

This suggests that the degree of production activi-
ties is considerable enough to induce ROA, which vali-
dates the study’s results that EXR and ROA have a positive

relationship. The general economic activity of the nation
is what drives the investment seen in the nations of Asia
Pacific. Table 7 illustrates the selection-order criteria.

Final prediction | Akaike information Hannan-Quinn Schwarz-Bayesian
Logoflags | Likelihood ratio criterion information criteria | information criteria

Table 7. Selection-order criteria

-29,961.95 7.54e+28 75.00613 75.02371 75.01288
1 -27,769.39 4363.152 3.19e+26 69.54041 69.61075 69.56743
2 -27,555.57 423.8961* 1.91e+26* 69.02772* 69.15081* 69.07501*
3 -27,549.44 12.10453 1.92e+26 69.03490 69.21075 69.10246

Source: created by the authors

Table 8 indicates that, within a narrow range of
100.00%, the fluctuations in exchange rates contributed to
0.00 to 0.019% of the variation in return on assets, which
is generally considered to be a negligible portion. The fact
that this ratio seems to be relatively small implies that
certain large public investments with delayed economic
consequences may have been motivated by a different ex-
change rate regime. Over the long term, interest rates had a

bigger impact on the variation of return on assets than ex-
change rates. Nevertheless, with a positive value range, the
contributions of the interest rate and currency rate com-
ponents appear negligible. This demonstrates a significant
impact of foreign events on the economies of these conti-
nents. An excessive dependence on external factors outside
the system might seriously damage the economy and make
it more susceptible to shocks from outside sources.
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Table 8. BVAR forecast error variance decomposition results of ROA

Variance decomposition of ROA

[ period | 55 Roa INTR
1 5.37E+09 100.0000 0.000000 0.000000
2 5.99E+09 99.99843 0.001001 0.000568
3 7.35E+09 99.99707 0.000665 0.002263
4 8.16E+09 99.99733 0.000545 0.002129
5 9.13E+09 99.99682 0.000501 0.002676
6 9.96E+09 99.99668 0.000537 0.002788
7 1.08E+10 99.99626 0.000720 0.003022
8 1.16E+10 99.99585 0.001012 0.003143
9 1.24E+10 99.99528 0.001443 0.003276
10 1.32E+10 99.99463 0.001999 0.003372

Variance decomposition of EXR

1 376.1175 0.005890 99.99411 0.000000
2 519.8602 0.003737 99.99514 0.001127
3 634.8596 0.003004 99.98947 0.007529
4 734.1258 0.004593 99.98336 0.012044
5 823.4512 0.009404 99.97510 0.015494
6 905.8253 0.017228 99.96476 0.018008
7 983.0464 0.028561 99.95154 0.019902
8 1,056.292 0.043423 99.93521 0.021367
9 1,126.383 0.062108 99.91536 0.022534
10 1,193.922 0.084752 99.89176 0.023487

Variance decomposition of INTR

Period | 55 Roa INTR
1 6.780775 0.109191 0.014776 99.87603
2 6.897255 0.105642 0.017052 99.87731
3 6.935274 0.105286 0.016868 99.87785
4 6.939097 0.108597 0.017036 99.87437
5 6.939921 0.113307 0.017436 99.86926
6 6.940213 0.118793 0.017931 99.86328
7 6.940452 0.124786 0.018472 99.85674
8 6.940696 0.131167 0.019035 99.84980
9 6.940951 0.137921 0.019612 99.84247
10 6.941218 0.145039 0.020199 99.83476

Source: created by the authors

Return on assets is insignificantly related to changes
in the exchange rate. According to impulse response func-
tion in Table 9, a positive influence on one variable might

have a positive or negative level effect on another (Fig. 1).
In terms of short-term analysis, exchange rate shocks and
interest rate shocks, ROA reacts positively.

Table 9. BVAR impulse response of ROA

1 5.376709 0.000000 0.000000

2 2.6648709 18,940,706 -14,269,797
3 4.2538709 498,225.6 31,892,940
4 3.562309 -1,999,631.3 14,060,142
5 4.093009 7,397,729.3 28,509,171
6 3.982909 10,725,980 23,118,157
7 4.212009 17,596,120 27,711,049
8 4.2628909 22,908,618 26,706,638
9 4.422909 29,397,543 28,621,343
10 4.5220909 35,617,783 28,976,573

Source: created by the authors
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Response of ROA to Innovations
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Figure 1. BVAR impulse response

Source: created by the authors

This could suggest that stock markets with significant
international operations have the resilience due to hedging
to withstand the risk and uncertainty that characterised
exchange rate movements. The findings corroborate those
of E. Endri et al. (2021), who previously reported strong
positive effect of the changes in interest rates on stock re-
turns in emerging economies. Negative changes in interest
rates are indeed market friendly and it positively affects
stock prices and exchange rates simultaneously, leading to
higher return. It implies that banks are motivated to ex-
tend greater credit. In a similar vein, consumers and busi-
nesses are driven to the extremely low cost of borrowing to
facilitate businesses, which significantly raise investment
return. All these result in low market sentiment, low risk
appetite and investor behaviour, aligned in a positive di-
rection. Accordingly, exchange rate risk is priced in equity
markets. This is the outcome of the research conducted
by L. Bonga-Bonga & S. Mpoha (2024), where the gener-
alised linear model regression, a two-stage model estima-
tion technique was executed, and it was discovered that
the South African equities market requires a greater risk
premium than the US equity market. Findings vary based
on time periods, countries and specific market conditions,
highlighting the dynamic and evolving nature of these
relationships. Volatility spillover between stock returns
and exchange rates underscores their interconnectedness
within the broader financial ecosystem, impacting invest-
ment strategies, risk management practices and economic
policy decisions.

Taking into account the abovementioned, this study
has identified three key patterns in the connectivity of fi-
nancial market volatility. There is a considerable interde-
pendence between the stock and foreign exchange markets
in Asia. The authors think there is a variety of explanations
for this high correlation. For instance, as a result of bilater-
al connections and economic cooperation, the economies
of Russia and India have grown more intertwined (Muk-
herjee et al., 2022). Increased economic activity has tak-
en place between Russia and India as a result of the two
nations’ strengthening economic links, the opening up
of the Indian economy and the growth of Russian finan-
cial markets. Likewise, the findings indicate that there is
a substantial correlation between volatility and financial
markets in Africa. The fact that Africa has strong political
and economic linkages may perhaps be the driving force
behind such results. Particularly, the multinational compa-
nies operating in the African Economic Community of West
African States have partnerships and joint ventures (Diko
& Sempijja, 2021), leading to cross-border financial trans-
actions and investments. The financial markets in both
nations have seen remarkable growth, which has enhanced
bilateral and international investment between them.
BVAR impulse response of ROA can be seen in Table 9.

Table 10 combined the lower and upper quantiles of the
interest rate (0.10-0.90) with the lower and upper quantiles
of the exchange rate (0.10-0.90) to illustrate the impact of
varying exchange rates on returns at various conditional
distribution levels. From the medium quantile to the higher
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quantile of the exchange rate (0.40-0.90), there is a sub-
stantial and significant influence of the exchange rate on
return on assets. However, at the lower quantile of the ex-
change rate (0.10-0.30), the degree of the exchange rate’s

beneficial effect on return on assets diminishes. Ultimately,
it can be pointed out that the exchange rate exhibits a posi-
tive impact at all quantiles (low, medium and high) with the
strongest positive influence occurring at lower quantiles.

Table 10. Results of the quantile regression

Explanatory variable 10t

EXR 1.05 1.45 0.425 3.925%* 17.35%*
INTR 4.63 3.94 0.10 -0.02 -0.92
Constant -0.83 -1.22 -0.25 -1.28 -1.65
Explanatory variable 60" 70t 80" 90t
EXR 29.96** 5.07** 52.65%* 11.22%*
INTR 0.13 0.68 3.34%* 10.63**
Constant -0.32 0.39 2.91%* 15.94**

Note: (***), (**) and (*) indicate significance at 1%, 5% and 10%, respectively

Source: created by the authors

Additionally, the analysis demonstrates that the inter-
est rate is substantial at the upper quantile (0.80-0.90). This
implies that the return on assets in Asia due to changes
in exchange rates and interest rates remunerates the mar-
kets. According to the findings at the quantile, Asian stocks
are mostly net transmitters (receivers) of shocks. There
are notable increases with the start of the Russia-Ukraine
war and the pandemic, which occurred around November
2021. On the other hand, the majority of financial assets

and commodities are net receivers. The switching between
net transmitters and receivers of shocks is significantly
more prominent at the tail-end distribution of the quantile
connectivity than it is at the median quantile. Nonetheless,
with this distribution, certain markets are reliably net re-
ceivers/transmitters. For instance, exchange was a signif-
icant shock transmitter at the fifth quantile. The quantile
regression coefficients in Table 11 were compared, which
displayed the symmetric quantile results.

Table 11. Symmetric quantiles test results

Variables Chi-Sq. statistic Chi-Sq. d.f.
Wald Test 53.95121 3 0.0000
Quantiles Restr. value Std. error Prob.
0.25,0.75 EXR -133,626.9 37,320.83 0.0003

INTR 4,119,102.0 1,965,871.0 0.0361
C 1.23E+08 18,993,628 0.0000

Source: created by the authors

In both the lower and upper quantiles, a bidirection-
al causal relationship between the exchange rate and as-
set returns was found. Overall, the findings demonstrated
bidirectional causation, which holds those changes in the
exchange rate influence return on assets and vice versa.
There are a few noteworthy findings. Most of the currencies
demonstrated strong sensitivity to at least one of the two
volatility measures, even after accounting for the typically
large impacts of dollar and yen fluctuations. Compared to
the more volatile index, estimated sensitivities to the com-
posite index often have a higher statistical significance. It
is important not to exaggerate the distinctions between the
two sets of estimated sensitivity, though. Second, as vol-
atility increases, the yen tends to climb versus the dollar
due to its negative sensitivity to the volatility indicators.
Conversely, developing market currencies typically see a
decline in value when volatility is high. The Australian, In-
donesian, Korean, New Zealand, and Philippine currencies
exhibit particularly high levels of sensitivity to fluctuations
in global volatility as compared to other currencies in the
Asia region. Under the flexible exchange rate system (mar-
ket forces), the monetary authority is expected to have a
modest role in stabilising the market rate. The central bank
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frequently intervenes in the foreign exchange market be-
cause maintaining this regulation would have significantly
changed the country’s destiny. As a result, there are now
fewer incentives for private banks and investors to engage
in arbitrage, or speculative activity, and more credit is
available to the economy’s real sector, promoting growth
and development.

Conversely, the exchange rate had little effect on re-
turns in the BVAR results. The outcome demonstrated that
whereas interest rate variations have large and favourable
influence on returns, currency rates have negative impact
on returns. This suggests that a unit change in this variable
lowers return in the short term and considerably lowers re-
turn in the long term. The research findings thus revealed
that while integrating markets tended to increase returns,
currency exchange had a negative impact on each market
separately. Thus, it may be concluded that portfolio return
yield is improved by diversity. The findings demonstrated
the need for African investors to place a greater empha-
sis on certain Asian stock markets if they want to optimise
their investments while accounting for exchange rate risk.

The study discovered that during the analysed periods
in Asia, the market risk variables taken into account in this
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model are important and substantial predictors of return on
assets. Multinational corporations and investment manag-
ers that aim to achieve high returns at little risk seem to be
concentrating mostly on international portfolios. When it
comes to international portfolio diversification, exchange
rate risk is crucial since financial assets are mostly denom-
inated in other currencies are subject to exchange rate risk.
The findings suggest that the Singaporean dollar and Chi-
nese Yuan have a negative influence on portfolio perfor-
mance due to volatility in foreign exchange rates. Addition-
ally, it was observed that the volatility of the current period
is negatively impacted by the results from all of the sample
markets’ prior periods. As a result, these stock markets are
more vulnerable to the leverage effect, which suggests that
negative news affects currency market volatility more than
positive news does. It is also discovered that raising the
model’s shape parameter tends to enhance its performance,
and that increasing the fatness and skewness of the left
tails considerably lessens the influence of exchange rates.

As a result, the study suggests the following: in order
to maximise their profits, rational investors may utilise
fundamental analysis to examine the actions of these mar-
ket risk variables prior to making any decisions on invest-
ments in the stock market or other financial markets. De-
termining the proper monetary policy decisions is a tough
task for policymakers, as the effects of exchange rate vol-
atility vary throughout companies. More importantly, this
study’s findings suggest that the influence of exchange rate
fluctuations vary according to the condition of the stock
market and the exchange rate. Consequently, policymak-
ers might utilise the findings of this study to avoid mak-
ing monetary policy decisions when they are not required.
As this study’s findings identify the slope coefficients at
quantiles, regulators may mitigate the negative impacts of
exchange rate volatility on listed businesses by determin-
ing when to interfere in the market. Foreign investors ex-
posed to exchange rate risk would need to get higher yield
compensation for holding local currency bonds when there
is increased uncertainty about the future direction of the
currency rate.

The proven empirical result is advantageous to inves-
tors and portfolio managers, as it can aid in taking action
regarding stock market behaviour by providing knowledge
of the dynamics between the two financial markets. Fund
managers need to be cautious of fluctuations in interest and
exchange rates in their search for the ideal portfolio. In or-
der for protect market investors from the consequences of
exchange rates spilling over into the stock markets, inves-
tors and portfolio managers need to actively manage and
rebuild their portfolios in accordance with the state of the
market. Stock market regulations like demutualisation and
transparency should be implemented by stock exchange
market authorities. In order to promote the growth in stock
turnover, which contributes to stock return increase, it is
advisable to improve stock market patronage, while mini-
mising transaction costs and market uncertainty.

e DISCUSSION

The obtained results imply that Asia stocks are more re-
silient to market shocks in calm market conditions but
more vulnerable in turbulent ones. This supports the idea
that, especially in the post-COVID era, African stocks have

grown increasingly intertwined with international markets
(Agyei & Bossman, 2023). In terms of diversification, stock
returns show resistance to interest rate shocks in a variety
of market conditions, which means that investors, look-
ing to diversify their portfolio, should give these invest-
ments some thought. These results run counter to those of
M. Omane-Adjepong & I.P. Alagidede (2021), who contend
that cryptocurrency diversification is superior for Asia equi-
ty investments. According to the quantile results, the find-
ings also demonstrate that interest rate risk has a non-sub-
stantial short-term impact on asset return before becoming
important over the long term. This suggests that interest
rates have a major catalytic influence on stock return in Asia
not only in the long run but over the periods under study.

According to research by J.C. Odionye et al. (2023), a
3.68% interest rate differential threshold indicates that
a large interest rate variation above the predetermined
threshold results in an enormous inflow of foreign mon-
ey into the country. Additionally, I. Haruna et al. (2023)
discovered that a two-way directional nexus of the pos-
itive and substantial contribution of interest rates lags
in explaining the fluctuations in the exchange rate of
currencies. J. Hambuckers & M. Ulm (2023) provided em-
pirical support for theories of currency crash risk on the
role of interest rate changes or variations in the dynamic
asymmetry of exchange rate changes. An increase in the
monetary policy interest rate is known to appreciate cur-
rency rates, decrease stock prices and lower bond yields,
according to empirical findings published by S. Indra &
J.A. Cep (2022). T.Y. Liu & C.C. Lee (2022) observed a
considerable nexus between variations in interest rates
and changes in the currency exchange rates in the US
and China. However, S. Mohammed et al. (2021) discov-
ered that fluctuations in interest rates lead to instability
in exchange rates. A strong positive association between
variations in interest rates and exchange rate instability
in emerging economies was also discovered by I. Haru-
na et al. (2023). In contrast to conventional carry trading
techniques, J. Yung (2021) found out that interest rate
variance plays a crucial role in explaining exchange rate
changes that occur both within and outside of sample, es-
pecially over longer time horizons, and producing highly
profitable currency portfolios.

Results obtained by A. Gashchyshyn et al. (2020) indi-
cate that short-term fluctuations had significant positive
impact on the changes in the currency exchange rate. The
argument that market unpredictability is a reflection of
stock market volatility, which significantly restricts portfo-
lio investment management analysis, was reinforced by R.
Chaudhary et al. (2020). T. Shoko et al. (2020) found robust
scientific evidence of an uptrend between the currency ex-
change rate of Zimbabwe’s economy and GDP growth, based
on the ARDL model specification but they also revealed a
negligible positive link between interest rate changes and
GDP growth. Z. Xie et al. (2020) identified a causal link be-
tween stock prices and exchange rate returns in both in-
dustrialised and emerging nations. Markov switching mod-
el, which took structural breaks into account, was the basis
for T.M. Karimo (2021) analysis, which provides evidence
of the significant impact of interest rate differentials on
foreign portfolio investment. According to A.O. Adewuyi &
]J.O. Ogbode (2019) and T.M. Karimo (2021), interest rate

« Development Management. 2024. Vol. 23, No. 4 « 17



Returns, interest rate variations...

changes and forward premium spot exchange rates are
critical factors that explain capital mobility. According to
S. Capasso et al. (2019), positive changes in the exchange
rate result in reduced variation in interest rates in Mexico.

Following the collapse of the Bretton Woods system in
1971, the 1944 fixed exchange rate system was dismantled
and replaced with a flexible exchange rate scheme, some-
times referred to as the Nixon shock. Globally, currencies
have significantly increased in volatility. For instance,
South Africa, which implemented a floating exchange rate
system in March 1995, has similarly seen fluctuations in
exchange rates over time (Thaba et al., 2023). However,
with the Asian currency crisis of 1997 and the Latin Amer-
ican crisis of 1994, exchange rate risk management start-
ed getting attention (Agarwal & Vandana, 2022). African
businesses have faced a considerable rise in financial risks
since the global financial crisis of 2007 and the Marikana
strikes. In particular, currency risk has grown due to recent
increases in major currency volatility. Given that the ex-
change rate is influenced by factors that also affect bond
rates, evaluating the effect of exchange rate risk on local
currency sovereign yields is not straightforward. Bond
rates are influenced by investor risk preferences, worldwide
variables shared by all EMEs and country-specific factors
(Fathi et al., 2024). Changes in inflation, local interest rates
and sovereign credit risk in relation to other EMEs and ma-
jor currency zones are examples of country-specific varia-
bles. Exchange rate fluctuations throughout the EMEs as a
whole can be influenced by external shocks, interest rates
in key currency regions and shifts in the risk appetites of
international investors. This agrees with Z. Venter (2020)
study, where a SVAR model was employed to examine the
influence of monetary policy shocks on three proxies for
financial market stability. The representation of monetary
policy included policy rates for emerging market econo-
mies and shadow rates for advanced economies. The main
findings from the research revealed that, in most cases,
monetary policy rate was utilised to address asset mispric-
ing, managed fluctuations in the real business cycle and
curbed credit cycles. Additionally, the study indicated that,
consistent with traditional economic wisdom, positive
monetary policy shocks tend to result in the appreciation
of local currencies in the majority of instances.

Mature financial markets may experience spillover
effects that extend to developing markets. One rising na-
tion’s instability might potentially spread to the emerg-
ing economies nearby. For instance, the study results
published by X. Hao et al. (2024) demonstrated that the
time-varying sensitivity of African bond spreads to ex-
change rate movements and showed the dynamic effects
of worldwide economic shocks on African bond investors.
P. Engler et al. (2023) showed that monetary policy stance
of the United States and economic news considerably in-
fluenced the financial conditions of emerging markets.
Particular findings suggest that the principal channel with
which the US economic news was transmitted internation-
ally to emerging markets was through risk perception. Ad-
ditionally, Y. Ying & D. Xinyu (2023) discovered that prior
to COVID-19, developed markets most often sent jump risk
to emerging markets. This supports M. Tumala et al. (2023)
findings, which proved that greater percentage of risks as-
sociated with the Nigerian Stock Exchange were stimulated
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by global shock. Additionally, the analysis demonstrated
a robust association between the global financial crises
heighten volatility and return spillovers.

Similarly, the findings of M. Khan et al. (2023) demon-
strated that the stock markets of Taiwan and South Korea
are two largest spillover transmitters in the Asian develop-
ing economies. Also, X. Zhou et al. (2022) discovered that
developed capital markets had a sizable global risk spillo-
ver effect on the Chinese capital market during the era of
financial crisis. A. Panda et al. (2021) findings demonstrat-
ed that during crisis situations, the Asia-Pacific equities
markets experienced more spillover shocks. The findings
of A. Shaghil et al. (2021) further support this, showing
that higher US interest rates had generated spillovers to
the economic activities of emerging market economies
with stronger fundamentals, while such rates had harmful
spillovers for vulnerable EMEs. On the other hand, all EMEs
experienced a significant slowdown in activities as a result
of US monetary tightening brought on by a more aggres-
sive policy approach. Moreover, it has been observed that
all through the last twenty-five years, spillovers from de-
veloping markets to grown economies have only accounted
for 5% of those from developed to emerging markets (Liu
& Arezki, 2021). The direction of causation between local
currency sovereign yields and exchange rate risk presents
another challenge. The authors’ approach has been formed
by the theory that local currency sovereign yields are caus-
ally related to exchange rate risk.

The findings of B.A. Nugroho (2021) and D.C. Yildirim et
al. (2022) somewhat support the notion that Asia nations
offer the highest risk reduction for foreign investors dur-
ing the global financial crisis (GFC) and Employment and
Social Development Canada (ESDC). China’s restrictions
on foreign capital flows, such as the limited influence that
foreign investors have over shares on Chinese stock ex-
changes, may have contributed to the crisis’s containment
in other markets. Consequently, there may be a decrease
in foreign investment, commerce and opportunities for
cross-border liquidity. Considering how undeveloped the
Asian markets are, compared to the size of their economies,
these possibilities make sense. From the standpoint of the
transmission route, the overall orientation of the arrows
offers additional proof. The other markets appear to be
ahead of the Asian markets when contagion is considered.
Before the housing bubble of 2006, the US was the most
significant market due to its domination over the markets
in Asia and the strong interconnectedness over an extend-
ed period of time. The Chinese markets, however, do better
than the US, according to the GFC and ESDC. It is clear and
revealing how much exchange rate risk affects return on
assets. Investors are the main forces behind employment
and economic expansion. Therefore, it would seem that
these industries can function better when the exchange
rate is stable, which might lead to an increase in employ-
ment and higher economic production.

It suffices to outline that in Singapore, the monetary
policy is intended at guaranteeing low and stable inflation.
As aresult, the intermediate goal of monetary policy set by
the Singaporean central bank is the nominal value of the
Singapore dollar. This is due to the fact that the exchange
rate has a significantly greater impact on inflation than the
sizeable portion of the economy’s tradable sector. When
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there are large short-term capital flows that would cause
the nominal exchange rate to diverge from a level consist-
ent with the inflation rate, the central bank of Singapore
effectively uses consistent intervention in the foreign ex-
change market to carry out its monetary policy stance.
Thailand has kept the Thai baht exchange rate under strict
control since July 1997. The Thai baht was once linked to a
currency basket (Wuthisatian, 2021). Since 2016, Malaysia,
a small open economy, has used the ringgit as its internal
currency under a floating exchange rate framework. Prior
to this, the Asian financial crises of 1997-1998 led to the
ringgit being fixed to the US dollar. In July 2005, follow-
ing the crisis, Malaysia moved to a managed float exchange
rate system. The ringgit does not track a peg, instead, the
exchange rate is set in the interbank market.

Indonesia has maintained a free-floating exchange
rate regime with the Indonesian Rupiah since August
1997 (Aggarwal & TJha, 2023). According to this system,
the supply and demand of Indonesian Rupiahs on the
foreign exchange market determine the exchange rate.
Comparably, the controlled exchange rate floating system
is used in Cambodia. When the Riel exchange rate devi-
ates from the predefined range and becomes too volatile,
the National Bank of Cambodia committee steps in to
maintain the stability of the exchange rate. Amidst some
crawling pegs, the Vietnamese government runs the man-
aged floating system with a constant pace of depreciation
of the Vietnamese dong. Vietnam had a system of several
exchange rates up until March 1989, with separate rates
applied to trade transactions. Presently, there are trade
reforms that entail tariff rationalisation, lowering non-
tariff barriers etc. Burma has recently adopted a system
of multiple parallel currency rates following the imposi-
tion of foreign exchange restrictions by the State Bank of
Vietnam that limited access to US dollars. These foreign
exchange restrictions include licenses for trading for-
eign exchange to specific companies subject to approved
conversion rates, mandatory surrender requirements for
converting export revenue, limited options for citizens to
purchase foreign exchange with a maximum of 500 USD,
and a requirement for foreign nationals living abroad to
remit home 25% of their foreign exchange income. How-
ever, these restrictions have also seriously distorted the
foreign exchange markets.

Australia has had floating exchange rate system since
1983. Prior to this, Australia experienced several different
regimes, one of which was a fixed exchange rate regime.
Hong Kong Special Administrative Region uses a US dol-
lar-based exchange rate system (Rathke et al., 2024). Giv-
en that the Hong Kong Special Administrative Region is
a small, open economy whose growth is impacted by ex-
ternal factors, adopting a currency board helps reduce ex-
change rate volatility and external risks. India’s exchange
rate strategy has evolved over time as the country’s econ-
omy has progressively opened up since the early 1990s as
part of a broader plan of macroeconomic reforms and lib-
eralisation. Korea implemented a freely floating exchange
rate system in 1997. The won exchange rate is freely de-
termined by supply and demand. Rising inflation and ex-
change rate volatility led New Zealand’s central bank to
move from a fixed to a floating exchange rate regime in 1985
(Albagli et al., 2020; International Monetary Fund, 2023).

The pace at which information is transmitted from
the foreign market to the stock market and the reaction
of investors to that information may be used to assess
the effectiveness of the market. This will undoubtedly
advance understanding of the nature of market efficien-
cy that the financial market possesses and even advance
understanding of behavioural finance. The research find-
ings serve as a foundation for further research. More
investigation into the relationship between the foreign
exchange and stock market might lead to the possibil-
ity of hedging policies or arbitrage possibilities. Since
there is evidence to suggest that exchange rates are good
diversifiers in stock portfolios, even though the precise
nature of their effectiveness is unknown, authors would
advise further research on the subject. Just as commodity
prices are influenced by price, exchange rates should like-
wise have an impact on supply and demand. This might
be very useful information for commodity investors, as
they will be able to more accurately predict future prices
if they have a better grasp of how exchange rates affect
supply and demand for certain commodities.

e CONCLUSIONS

The aim of this study was to evaluate how stock returns
and associated risk premium react to changes in foreign
exchange rates in order to resolve the contradictory find-
ings seen in the literature. The data were analysed using
quantile regression and BVAR method. According to the
study results, two market risk variables that have a large
and negligible direct influence on stock return are curren-
cy rate volatility and interest rate risk, respectively, par-
ticularly over the long term. Furthermore, currency rate
risk becomes apparent only over a longer period. Return
on assets responds favourably to exchange rate changes
and variations in short-term interest rate. This may in-
dicate that stock markets with sizable global operations
are resilient enough to resist the risk and unpredictability
associated with fluctuations in exchange rates, which may
affect their stock values due to hedging expenses or oper-
ational concerns.

The findings suggest that market-friendly negative
fluctuations in interest rates have a beneficial impact on
returns. It suggests that banks have an incentive to give
out more credit. Similarly, the incredibly low cost of bor-
rowing to support enterprises that greatly increase in-
vestment return drives consumers and businesses. This
research has certain boundaries. Given the financial
market’s dynamic and quickly changing nature, it is rec-
ommended to conduct a similar study in other financial
markets and with a wider range of currencies. To further
understand the magnitude and direction of the spillover
effects, more advanced econometric models may be used,
which will further increase the significance of this re-
search. Analogous tests, conducted in developing, would
be undoubtedly helpful to investors, who are particularly
interested in diversifying their foreign portfolios.
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AHoraiisg. MeTolo cTaTTi 6y/0 BUPIMINTY CyepewInBi MATAHHS MO0 MiHJIMBOCTI 06MiHHOTO KYPCY Ta JOXOMHOCTI
aKlIliii Ha OCHOBI MOPiBHSIIBHUX JaHUX 3 a3iliCbKUX PUHKIB, e Bapiallisl BiICOTKOBMUX CTABOK BUCTYIIA€ MOJEPaTOPOM
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3MiHHMMM PUHKOBOTO PU3UKY, SIKi MalOTh BeJMKUIt i He3HAUHMIA IPSIMMI1 BIUIMB Ha MPUOYTKOBICTh aKlliil BigMmoBigHO,
0CO6IMBO B JOBTOCTPOKOBiif IMepcrieKTuBi. PesyabTaTy MPOZEMOHCTPYBAAM 3HAUHUI TO3UTUBHMIA 3B’SI30K MiX
KOJIMBAHHSIMM BaJIIOTHMUX KypCiB i MPUOYTKOBICTIO aKTMBiB, BOAHOUYAC OCTaHHi# BCTAHOBJIOETHCS Y CEPEIHbOMY Ta
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Abstract. The study aimed to analyse how cooperatives influence the development of the socio-economic situation in rural
Albania. To achieve this goal, a detailed analysis of the main socio-economic indicators was conducted and the results were
summarised, which helped to identify general trends and patterns in the development of Albania. The study determined
that the cooperative sector in Albania is crucial in promoting sustainable development in rural areas and improving the
quality of life in communities. Between 2015 and 2023, cooperatives contributed to the creation of 12,456 new jobs, a 25%
reduction in poverty and a 30% reduction in out-migration. In addition, the sector has invested in social services and local
infrastructure, improving living conditions and maintaining economic stability. The growth of the cooperatives was driven
by a 40% increase in infrastructure investment, a 20% increase in credit availability, a 35% improvement in market access,
and the expansion of logistics and marketing channels. The positive impact of cooperatives on the economy and social
conditions was reflected in the growth of Albanian gross domestic product from USD 13.25 billion in 2015 to USD 18.31
billion in 2023, an increase of 38%. The results of the study can be useful for the development of evidence-based policies
and strategies that support the growth and sustainability of the cooperative sector in Albania and beyond
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¢ INTRODUCTION

Cooperatives as an organisational form of business have
deep roots in the history of global economic development.
They are collective enterprises established by a group of
people to meet common economic, social and cultural
needs. On the global stage, cooperatives are an important
tool for increasing economic stability through a collec-
tive approach to entrepreneurship, which helps to reduce
economic risks and increase financial stability for their
members. In addition, cooperatives generate jobs and in-
come for their members, contributing to overall economic
growth and community development. They are also crucial

in ensuring social well-being by meeting the social and cul-
tural needs of their members, which contributes to social
cohesion, equality and well-being. Despite this potential,
Albanian cooperatives face several challenges, including
insufficient funding, lack of effective government support,
and insufficient awareness of the benefits of the coopera-
tive movement among residents. In this regard, the study
of the economic efficiency of cooperatives and their impact
on the socio-economic development of rural areas in Alba-
nia is relevant and necessary for the development of strat-
egies for their support and development.
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In addition to their economic contribution, coopera-
tives are vital in providing basic services such as healthcare,
education and infrastructure in underserved rural commu-
nities. T.S. Sujith & M. Sumathy (2022) and A. Adetoyinbo
& D. Mithofer (2023) argued that in India and Africa, ag-
ricultural cooperatives are key to improving food security.
They help smallholder farmers gain access to markets and
technology, which helps to increase their productivity and
income, as well as strengthen the economic resilience of
farming communities. By empowering smallholder farm-
ers and entrepreneurs through market access and techni-
cal assistance, these institutions mitigate socioeconomic
barriers and promote sustainable livelihoods. K. Hakelius
& J. Nilsson (2020) noted that the principles that guide co-
operatives emphasise democratic control and community
care, thus useful for addressing local needs and promoting
co-management. Cooperatives are diverse in their forms
and functions. W. Liu et al. (2020) and S.A. Husseini (2022)
highlighted that cooperatives can be dedicated to agricul-
ture, financial services, housing, and other areas.

Around the world, cooperatives have demonstrated
their effectiveness in improving economic conditions and
raising the quality of life. As noted by G. Maia et al. (2023),
in the United States, cooperatives provide millions of jobs
and generate more than USD 75 billion in annual revenue,
highlighting their significant impact on local economies.
According to a study by A. Mints et al. (2020), European co-
operatives, including consumer and producer cooperatives,
demonstrated significant results in providing stable jobs
and developing local economies. Global experience shows
that cooperatives can be substantial for social and eco-
nomic development. Following A. Yunitsyna et al. (2021),
cooperatives can stimulate economic growth and provide
access to critical services. However, along with these capa-
bilities, S. Mirzabeigi & M. Razkenari (2022) determined
that cooperatives face numerous challenges, such as lim-
ited access to finance, the need to improve organisational
structures, and difficulties in accessing markets. Taking
these aspects into account is key to formulating strategies
that will ensure the sustainability and effectiveness of co-
operatives at various levels.

In Albania, cooperatives are central to the socio-eco-
nomic development of rural areas. According to A. Afezol-
li (2022) and E. Aliaj & E. Tiri (2023), cooperatives bring
together agricultural producers, helping jointly solve
problems that arise during the production and marketing
of their products. In a context of underdeveloped infra-
structure and limited access to markets, cooperatives help
reduce costs and create added value, which is critical for
the national economy. The socio-economic impact of co-
operatives in Albania is manifested, in particular, through
the creation of jobs in rural areas, which contributes to
a reduction in unemployment and emigration. However,
there is a problem of insufficient integration of coopera-
tives into the national economy, which limits their poten-
tial for local community development. Due to demographic
challenges, cooperatives can be critical in preserving and
developing these communities by providing stable income
and supporting infrastructure projects. This topic has al-
ready been explored by various authors. In particular, A.
Caso & S. Giordano (2022) analysed the impact of coop-
eratives on economic development and social inclusion in
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rural areas, while K. Mboho et al. (2024) emphasised the
importance of cooperatives in improving living conditions
in rural communities.

After analysing the literature, the following research
gaps can be identified. A lack of research on the role of co-
operatives in ensuring food safety in the broader context
of coordination processes in agricultural value chains, as
well as a lack of data on the impact of cooperatives on the
socio-economic development of rural areas, in particular,
job creation, improving the living standards of the local
population and developing local infrastructure, is pres-
ent. The study aimed to examine the economic efficiency
of cooperatives and their impact on rural development in
Albania. Study goals included analysis of the economic ef-
ficiency of cooperatives in Albania during the period from
2015 to 2023; assessment of the impact of cooperatives on
job creation, poverty reduction and emigration, as well as
the development of social projects; determination of the
impact of cooperatives on the standard of living and social
infrastructure in local communities.

e MATERIALS AND METHODS

Data from the Institute of Statistics of Albania were used
to inform the study (Statistical literacy, 2024). The study
structured information on cooperatives with a focus on
their economic performance and social impact. This was
used to organise the data for further analysis. Based on
specific examples of cooperatives’ activities, general prin-
ciples of their effectiveness were formulated, which was
used to conclude the main trends. Based on these con-
clusions, recommendations were developed to strengthen
the impact of cooperatives on the socio-economic devel-
opment of the region and improve their efficiency. This
identified the links between various aspects of coopera-
tives and their impact on the socio-economic develop-
ment of the region.

Various methods were used to achieve the research
objective. The choice of methods is based on the speci-
ficity of the results obtained, which allowed for a detailed
analysis and evaluation of the efficiency of cooperatives
in quantitative and qualitative aspects. To assess the
economic efficiency of cooperatives, a detailed analysis
of financial indicators was carried out. In particular, the
dynamics of income and expenses of cooperatives during
2015-2023 were studied, which was used to assess trends
in profitability and cost. A profitability analysis was also
carried out, assessing the return on sales, assets and cap-
ital to determine the efficiency of the cooperatives’ use
of resources. Furthermore, an analysis was carried out to
assess the performance of cooperatives in Albania, com-
paring it with other countries such as Poland, Greece,
Romania and Bulgaria. This analysis of the financial and
social performance of Albanian cooperatives in compari-
son to similar structures in other countries identified the
strengths and weaknesses of Albanian cooperatives at the
international level.

A correlation analysis was conducted to determine
the relationships between various economic and social
indicators. This analysis assessed the correlation between
the amount of investment in cooperative infrastructure
and their economic performance, including revenues and
profitability. It was also used to analyse the correlations
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between cooperative performance and social indica-
tors such as employment, wages and poverty. A SWOT
(strengths, weaknesses, opportunities and threats) analysis
was used to comprehensively assess the performance of the
cooperatives and determine their impact on socio-econom-
ic development. The SWOT analysis identified strengths,
including the internal advantages of cooperatives, such as
effective resource management and resilience to economic
change. It also identified weaknesses that affect the effec-
tiveness of the cooperatives, including limited access to
finance and insufficient infrastructure. The opportunities
assessment showed potential for expanding the activities
of cooperatives and improving their social role, while the
threats analysis identified external factors, such as eco-
nomic or political risks, that could affect the functioning of
cooperatives. Finally, the impact of social projects imple-
mented by cooperatives in Albania was analysed to deter-
mine their contribution to social development. The number
and types of social projects implemented by cooperatives
were assessed, as well as their impact on living standards,
employment and social integration in communities.

e RESULTS

In the face of economic and social challenges, cooperatives
can contribute to the sustainable development of rural
communities and agriculture in general. They are the basis
for mobilising local resources, creating opportunities for
better access to markets, and ensuring economic stability
and development of rural areas. This is especially impor-
tant in countries where agriculture is the main sector of
the economy, as in the case of Albania, where cooperatives
play an important role in socio-economic development.
The economic efficiency of cooperatives is a key indicator
of their ability to adapt to changing market conditions,
maintain competitiveness and ensure profitability for their
members. An analysis of the activities of cooperatives in
Albania for the period 2015-2023 shows a steady improve-
ment in their financial performance (Table 1). The total in-
come of cooperatives during this period increased by 41%,
indicating positive changes in the economic situation of
cooperatives. This growth is the result of effective resource
management, improved access to markets, and growing de-
mand for the products they produce.

Table 1. Economic efficiency of cooperatives

T T T A T T T

Total revenues, million ALL 1,000 1,050 1,000 1,100 1,200
Total expenses, million ALL 750 780 800 850 900 950 900 900 950
Net profit, million ALL 100 100 100 100 100 100 100 200 250
Average income per member, thousand ALL 12 13 14 15 16 17 15 18 20

Source: compiled by the authors based on Statistical literacy (2024)

Notably, cooperative expenditures also increased
during this period, but their growth rate was slower than
that of income. This demonstrates the effectiveness of
cost management, which maintained a stable level of net
profit of cooperatives and, in some years, even achieved
significant growth. In particular, the net profit of cooper-
atives increased by 150% by the end of the period, indicat-
ing an improvement in their financial stability and ability
to adapt to market challenges. Another important indica-
tor is the average income per cooperative member, which
increased by more than 60% during this period. This is
an indicator of the improvement in the living standards
of cooperative members and their economic well-being.
Despite a short-term decline in the average income per

cooperative member in the middle of the study period, its
steady growth in subsequent years indicates the recovery
and further strengthening of the financial capacity of co-
operatives.

Thus, cooperatives in Albania demonstrated signifi-
cant progress in their activities during 2015-2023, which
is reflected in the growth of financial performance, prof-
itability and improved living standards of their members.
This experience can be used as an example of an effective
model of rural community development based on joint ac-
tivities and cooperation to achieve sustainable economic
growth. Table 2 illustrates Albanian economic and social
performance over 2015-2023, highlighting key trends and
dynamic changes in various areas of national life.

Table 2. Dynamics of economic and social indicators in Albania

"~ ae s e oo | aos oo w0 | aom | am | ams |

Population 2,891,000 | 2,870,000 | 2,850,000 | 2,830,000 | 2,810,000 | 2,790,000 | 2,818,000 | 2,811,000 | 2,761,785
Employment 54.5% 55% 55.5% 56% 56.5% 56.8% 55.8% 56.3% 57%
Average gross

monthly salary, | 65,000 66,500 67,800 68,900 70,000 71,200 70,125 72,450 73,641
ALL

Mm‘mﬂ‘ﬁwe‘ge’ 32,000 33,000 34,000 35,000 36,500 37,000 37,000 38,500 39,750
Retail 98.5 99.8 100.1 100.5 101.2 102 100.2 102.5 104.8

Acuvsr?i‘i:mess 200,000 | 205,000 | 210,000 | 215,000 | 220,000 | 225,000 | 215,678 | 220,350 | 226,778

Number of
constructions 250 260 270 280 290 295 275 290 311

permits

Arrival of

! { 800,000 | 850,000 | 900,000 | 950,000 | 1,000,000 | 1,100,000 | 1,000,456 | 1,150,678 | 1,244,967
foreign nationals
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Average
household size

3.4 3.5 3.5 3.5 3.6 3.6 3.5 3.6 3.7

Table 2, Continued

Average monthly
household
expenditure,
ALL

80,000 82,000 83,500 84,000

85,000 86,000 85,450 87,560 88,367

Average monthly
disposable
equivalent

income, ALL

31,000 31,500 32,000 32,500

33,000 33,500 33,600 34,875 35,725

Households with

- 90%
internet access

91.5% 92% 93%

94% 94.5% 94.5% 95.8% 96.7%

Source: compiled by the authors based on Population of Albania (2023), Household budget survey (2024)

During this period, there was a gradual decline in the
population, possibly due to low birth rates and increased
emigration, which is typical for transition economies. Emi-
gration remained a major challenge for the country, affect-
ing the labour market and economic activity in various sec-
tors. Despite demographic challenges, the labour market
showed steady improvement, with employment increasing
due to the creation of new jobs, especially in the service
sector, indicating an expansion of economic activity. This
process was accompanied by an increase in average gross
wages and the minimum wage, reflecting the government’s
efforts to provide social protection and fight poverty. The
increase in incomes allowed households to improve their
living conditions, which in turn stimulated increased con-
sumer activity, as seen in the retail trade indices. In addi-
tion, the number of registered businesses in Albania has
been growing steadily, indicating that entrepreneurial ac-
tivity has intensified and conditions for the development
of small and medium-sized businesses have been created.
This trend has a positive impact on employment and eco-
nomic growth, as entrepreneurial activity provides addi-
tional employment opportunities and contributes to eco-
nomic diversification.

Changes in demographics have also affected household
structure. The average household size has been growing,
which may indicate the return of emigrants or an increase
in the number of multi-generational families. Household
expenditures grew alongside incomes, indicating an overall
improvement in wealth and living standards. The growth
in disposable equivalent household income confirms the
trend towards increased purchasing power. Alongside eco-
nomic performance, Albanian digital infrastructure has
also improved significantly over the period. The share of
households with internet access has increased signifi-
cantly, reflecting government and private sector efforts
in digitalisation. The expansion of digital opportunities
has facilitated access to information services, education,
healthcare, and e-commerce, which had a positive impact
on the quality of life of citizens.

One of the most important socio-economic factors in
Albanian development has been the active growth of the
role of cooperatives. During the period under review, their
activities contributed to the creation of a significant num-
ber of new jobs, especially in the agricultural sector, which
reduced poverty and emigration from rural areas. Cooper-
atives also actively supported social projects aimed at im-
proving the quality of life of the local population, making
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them an important factor in social stability. Importantly,
cooperatives have made a significant contribution to the
development of infrastructure and social services at the
local level. By attracting investment and government sup-
port, cooperatives have been able to facilitate the develop-
ment of communication and transport networks, improve
access to healthcare and education services, and thus raise
the standard of living of the population. This approach not
only reduced dependence on external assistance but also
contributed to sustainable economic growth and develop-
ment of local communities. Thus, the analysis of Albani-
an economic and social indicators for 2015-2023 confirms
positive dynamics in many areas of national life. Sustained
economic growth, support for entrepreneurial activity, the
development of digital infrastructure and the important
role of cooperatives have created a solid foundation for
further improving the quality of life and socio-economic
development of the country. It is worth noting that from
2015 to 2023, cooperatives in Albania demonstrated a sig-
nificant impact on the development of local communities,
becoming the basis for economic and social growth. An
important aspect of their development was the growth of
investments in various areas, which significantly improved
living conditions in rural areas. Increased overall invest-
ment in infrastructure has contributed to the creation of a
more efficient transport and logistics network, which has
facilitated access to markets and improved the overall pro-
ductivity of cooperatives.

During the period under review, especially in 2020-
2023, infrastructure investment increased significantly,
which can be attributed to the intensification of govern-
ment programmes for the development of local commu-
nities. This included road construction, modernisation of
electricity and water supply, and improved internet access,
which has become an important factor in the digitalisation
of rural areas. These measures not only improved the busi-
ness environment but also contributed to the competitive-
ness of products at the national and international levels.
Lending to cooperatives also showed positive dynamics. Fi-
nancial support from banks and state institutions allowed
cooperatives to increase their production capacity, expand
their product range, and invest in innovative technologies.
This contributed to improving the efficiency of their op-
erations and ensuring stable economic development. The
steady growth in lending helped cooperatives attract more
financial resources for long-term projects, which ensured
their competitiveness and financial sustainability (Table 3).
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Table 3. Impact assessment on local infrastructure and services

Change of
2015 2016 2017 2018 2019 m 2021 2022 2023 2022-2023

Total investment in
infrastructure, million ALL

Loans to co—operatlves,

services, million ALL

llon LT 150 180 | 200 | 220 | 250 | 280 | 300 | 350 | 400 +50

Improved access to 60% | 62% | 64% | 66% | 67% | 68% | 70% | 72% | 75% +3%
markets, %

Investments in social 10 12 14 16 18 19 20 50 50 20

Source: compiled by the authors based on Social condition (2024)

Another important aspect of development was the
improvement of cooperatives’ access to markets. By im-
proving logistics and developing marketing strategies, the
cooperatives were able to significantly expand their pres-
ence in domestic and foreign markets. This has resulted
in increased sales, improved product quality, and a stable
income for members. Improved terms of trade, including
new cooperation agreements and partnerships, have had
a positive impact on Albanian export potential. Increased
investment in social services was also an important
achievement of cooperatives in the period 2015-2023. In-
vestments were directed at improving healthcare, educa-
tion and cultural services for rural communities, which in-
creased the level of social support for the population. This
was important for fighting poverty and improving social
inclusion. Reaching their peak in 2023, investments in so-
cial services demonstrated the cooperatives’ commitment
to supporting not only economic development but also
social stability, providing better living conditions for the
population (Table 3). Thus, the activities of cooperatives in
the period from 2015 to 2023 in Albania are characterised
by an effective combination of economic development and
social support. Their ability to adapt to market conditions

and attract investments in infrastructure and social ser-
vices contributed to the sustainable development of local
communities. Cooperatives continued to play a key role
in creating new jobs, developing the local economy and
improving the quality of life of the population, which un-
derlines their importance in the national overall economic
and social development strategy.

In the context of the socio-economic transformation
that has taken place in Albania, cooperatives have become
key agents of change that have helped to promote sustain-
able development at the local level. They actively contrib-
uted to improving living conditions by creating jobs, devel-
oping infrastructure and implementing social initiatives.
The analysis shows a significant increase in the number of
new jobs created by cooperatives, which grew by 50% be-
tween 2015 and 2023. The largest increase occurred in the
last two years of the study period, in 2022 and 2023 when
cooperatives were able to step up their investment projects
and expand their areas of operation. This development was
the result not only of the efforts of the cooperatives them-
selves but also of support from government and interna-
tional organisations that helped to attract investment and
support rural development programmes (Table 4).

Table 4. The impact of cooperatives on socio-economic development

| Value 2015 2016 2017 | 2018 | 2019 | 2020 2021 | 2022 _ 2023 ]

new jgtf:f‘rtggn dup 5,000 5,500 6,000 6,500 7,000 7,500 8,000 9,000 10,000
Poverty reduction, % 8% 8% 7.5% 7% 7% 6.5% 7% 6% 5%
Decrease in emigration, % 7% 6.5% 6% 5.5% 5% 4.5% 5% 4.5% 4%
Number of social projects 30 35 40 45 50 55 60 60 75

Source: compiled by the authors based on Social condition (2024)

Co-operatives contributed to the creation of 12,456
new jobs, which indicates their ability to provide new em-
ployment opportunities. Along with creating jobs, cooper-
atives have had a positive impact on the socio-economic
situation of the population. Due to the expansion of em-
ployment opportunities, the poverty rate in the regions
where the cooperatives operated gradually decreased.
Household incomes grew, leading to improved living condi-
tions. Reducing the level of emigration was another impor-
tant achievement of cooperatives. In recent years, there has
been a tendency for emigrants to return, seeing new pros-
pects for development in their home country thanks to the
activities of cooperatives. In terms of social projects, coop-
eratives have significantly stepped up their activities in this
area. In the period from 2015 to 2023, the number of social
initiatives implemented by cooperatives grew steadily.

Particular attention was devoted to projects in education,
healthcare, and local infrastructure development. This
contributed to strengthening local social infrastructure
and improving the quality of life of the population, which
in turn ensured more stable socio-economic development.

The active role of cooperatives in improving the living
conditions and socio-economic development of local co
mmunities has been particularly noticeable in recent years.
The increase in the number of social projects aimed at sup-
porting local initiatives and improving social infrastruc-
ture has become one of the key factors in positive changes
in the lives of the population. This underscores the impor-
tance of cooperatives not only as economic entities but
also as agents of social transformation in the context of Al-
banian sustainable development (Table 4). Thus, coopera-
tives play an important role in the positive development of
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the economy and social conditions in Albania, especially in
the period from 2015 to 2023. Not only do they contribute
to job creation and unemployment, but they also active-
ly stimulate the national economic growth. Through their
social initiatives, cooperatives help to reduce poverty and

20
18
16
14
12
10

O N B OV ®

2015 2016 2018

out-migration, improving the overall socio-economic con-
ditions of local communities. Investments in social servic-
es and local infrastructure significantly improve the living
conditions of the population, which increases the quality
of life and contributes to overall economic stability (Fig. 1).

y=1.3481x+10.137

R?=0.8021

2020 2022 2023

Figure 1. Gross domestic product (GDP) in Albania, billion USD
Source: compiled by the authors based on National accounts (GDP) (2024)

In addition, cooperatives actively invest in the devel-
opment of local infrastructure, which includes not only
economic but also social components, supporting both eco-
nomic development and social integration. This, in turn,
ensures more sustainable development and stability in the
long term. An analysis of the relationship between cooper-
atives and Albanian GDP over the period 2015-2023 shows
a strong correlation. The national GDP increased from USD
13.25 billion in 2015 to USD 18.31 billion in 2023, indicat-
ing stable economic growth. The active participation of
cooperatives in this process is evident, as their activities
significantly contribute to economic development through
increased employment, infrastructure development and
the implementation of social projects. The contribution
of cooperatives to the economy also helps to maintain
macroeconomic stability and create the basis for further
development of the country. These results indicate that co-
operatives have become an integral part of the economic
structure of Albania and continue to be central in the so-
cio-economic transformation taking place in the country.

Thus, cooperatives are substantial in ensuring sustain-
able agricultural development and improving living stand-
ards inrural areas. The effective functioning of cooperatives
contributes to resource mobilisation, improved market ac-
cess and sustainable economic growth. Cooperatives have
a positive impact on the economy and social conditions
by creating new jobs, reducing unemployment and stim-
ulating economic growth. They also implement social ini-
tiatives that reduce poverty and out-migration, improving
socio-economic conditions. Co-operatives invest in social
services and local infrastructure, improving living condi-
tions and maintaining economic stability. Together, these
factors contribute to GDP growth and economic stability.

A comparative analysis of the performance of coop-
eratives in different countries shows different levels of
efficiency and social impact. The analysis of financial and
social indicators shows certain trends and differences be-
tween countries. Albania has an average income per cooper-
ative member and household compared to other countries.
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The average income per cooperative member in Albania is
lower than in Poland, Greece, Romania and Bulgaria, indi-
cating less financial stability compared to these countries.
However, the employment rate in Albanian cooperatives is
one of the lowest among all countries, which may indicate
that cooperatives have a smaller impact on the labour mar-
ket. The poverty rate in Albania is higher than in Poland,
Greece and Bulgaria, but lower than in Romania.

Poland shows higher incomes per cooperative member
and household than Albania. These figures indicate a more
developed cooperative economy in Poland, which is also
reflected in higher profitability and lower poverty rates.
However, the level of employment in cooperatives in Po-
land is slightly higher than in Albania, indicating a greater
positive impact of cooperatives on the labour market. Po-
land also has more social projects, which may indicate that
cooperatives are more active in social activities. Greece has
the highest average profitability and income per coopera-
tive member. These data indicate a high level of economic
efficiency of cooperatives in Greece. The employment rate
in Greek cooperatives is the lowest, which may be due to
the high profitability and less need for additional jobs.
Greece also has the lowest poverty rate among the coun-
tries analysed, and the number of social projects is the
highest, indicating that cooperatives are actively involved
in social initiatives.

Romania is average in all categories. Income per coop-
erative member and household in Romania is lower than in
Poland and Greece, but higher than in Albania. The poverty
rate in Romania is the highest among the countries ana-
lysed, which may indicate that cooperatives have a less ef-
fective impact on socio-economic development compared
to other countries. Bulgaria has similar indicators to Ro-
mania but with some differences. The average income per
cooperative member and household in Bulgaria is USD 200
higher than in Romania, but USD 100 and USD 700 lower
than in Poland and Greece, respectively. The employment
rate in Bulgarian cooperatives is better than in Romania,
but worse than in Poland and Greece (Table 5).
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Table 5. Comparison of financial and social indicators of cooperatives, 2015-2023

a . o a < = X 2 &
- D St (2] s
o> 0T = 5@ = =1 8. A w D
$aE- | a5 g2 E5 ) £ £ £ BE3 55
Comry | SE5E | SEf2 | §EEEE| 8 gg z HEF 28
> O > 0= ) ] as i =
“EgE | ‘B2 %p 8% £ 2 fF | 2§
& 2 = < = S < 2
Albania 2,500 7,500 1,500 20% 10% 15% 320 4
Poland 3,200 8,500 1,800 25% 12% 10% 350 6
Greece 3,300 9,000 2,000 30% 8% 12% 370 7
Romania 2,900 3,000 1,600 22% 11% 18% 340 5
Bulgaria 3,100 8,200 1,700 24% 9% 14% 360 5

Source: compiled by the authors based on Exploring the cooperative economy (2023)

The SWOT analysis demonstrated that cooperatives in
Albania have several strengths, such as effective resource
management and strong local support, but face serious
weaknesses, including limited access to finance, insuffi-
cient business skills and poor infrastructure. Growth op-
portunities include expanding markets, improving infra-
structure and attracting government support, while threats
such as economic instability, political risks and competi-
tion from large companies can pose significant challenges
to their development.

An analysis of the impact of social projects implement-
ed by cooperatives in Albania demonstrates their significant
contribution to the social development of local communi-
ties. During 2015-2023, cooperatives carried out several
significant social initiatives that impacted various aspects
of life in rural and remote areas of the country. The social
projects of cooperatives in Albania cover a wide range of
areas, including education, healthcare, infrastructure and
support for socially vulnerable groups. In the field of edu-
cation, cooperatives are actively investing in the modern-
isation of schools and educational institutions, providing
the necessary resources, such as textbooks, equipment and
additional training programmes. This helps to improve the
level of education and ensure access to quality education-
al services for children and adults in local communities.

In the area of healthcare, the cooperatives conduct
medical check-ups, vaccinations and educational cam-
paigns to raise awareness of healthy lifestyles. These ini-
tiatives include both periodic medical clinics and ongoing
health support through preventive measures, which en-
sures access to healthcare and improves the overall health
of the population. In terms of infrastructure, the coopera-
tives are engaged in improving local infrastructure, includ-
ing road reconstruction, water supply and waste manage-
ment systems. This has a direct impact on the quality of
life in rural areas, as improved infrastructure contributes
to economic development and improves the comfort of res-
idents. Projects supporting socially vulnerable groups are
another important component of the cooperatives’ activ-
ities. These projects aim to help the elderly, people with
disabilities and other vulnerable groups. Support may in-
clude the provision of material resources, social services
or special programmes to facilitate their social integration
and improve their quality of life.

The impact of these social projects on communities is
significant. The implementation of education and health-
care projects directly improves the living standards of res-
idents. Access to quality education and medical services is

critical to improving living conditions overall. At the same
time, infrastructure projects help to reduce unemployment
by creating new jobs and providing a stable income for the
population. Social projects also have a positive impact on
social inclusion, helping to reduce social tensions and pro-
mote greater cohesion among residents. Supporting so-
cially vulnerable groups helps to integrate them into the
community and improve social stability.

In the period from 2015 to 2023, 44 social projects
were implemented in Albania, which had an important im-
pact on various areas of life, such as education, healthcare,
infrastructure, and support for vulnerable populations
(Yunitsyna et al., 2021). As part of the educational projects,
schools have been modernised, which has significantly
improved the quality of education by providing access to
modern technology and improved conditions for students.
This has improved not only the level of education but also
the overall prospects for youth development in the com-
munities. In the health sector, several medical clinics have
been built and renovated, significantly improving access to
healthcare in remote areas. The expansion of the medical
infrastructure facilitates faster and more efficient service
to the local population, which has a positive impact on
the overall health of the community. In the long term, the
implementation of such projects ensures the sustainabili-
ty of the regions, which has a positive impact on their so-
cio-economic development.

e DISCUSSION
In Albania, cooperatives are central to promoting econom-
ic efficiency, especially in rural areas, through a variety of
operational strategies and community engagement prac-
tices. The economic efficiency of cooperatives depends on
their ability to leverage member participation and financial
support, which ultimately leads to sustainable community
growth and development. A study of the impact of coop-
eratives in Albania during the period from 2015 to 2023
shows a positive impact of their activities on the national
economic development. Many authors, including O. Sky-
dan et al. (2021) and E. Aliaj & E. Tiri (2023), pointed out
that rural cooperatives are central to expanding economic
opportunities in rural communities. Due to their organisa-
tional structure and principles of collective interaction, co-
operatives create a platform for cooperation between small
farmers and entrepreneurs, which is especially important
in conditions of limited resources and access to markets.
By providing access to credit, markets and technical
assistance, cooperatives enable small producers to increase
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productivity, adopt new technologies and diversify their
income sources. This, in turn, not only improves the finan-
cial situation of individual members but also has a positive
effect on the entire community. The collective action of co-
operatives helps to overcome socio-economic barriers that
often hinder rural development, such as lack of access to
markets, inequality in resource allocation and lack of in-
formation. In addition, according to S. Razavi (2021) and
H. Silvennoinen et al. (2023), an important problem in both
rural and urban areas is the problem of money circulation.
This is because traditional commercial enterprises domi-
nate most communities, hindering the normal circulation
of money. In contrast, cooperatives keep money in the
community, as any profits are reinvested in the business,
which then uses the money to benefit the community, for
example by lowering prices and hiring new workers. This
study correlates with the findings of F. Su et al. (2021) and
S. Ahado et al. (2022), which emphasise that in addition
to economic empowerment, rural cooperatives play a key
role in providing basic services such as improved access to
markets, financial resources, and training for residents. Co-
operatives also contribute to infrastructure development,
which is an important factor for the socio-economic devel-
opment of rural communities.

The research conducted and the views expressed by
scholars such as O. Budnik (2019) and S.A. Al-Jundi et
al. (2020), demonstrate the importance of strengthening
institutional capacity and promoting multi-stakeholder
partnerships as vital strategies to improve the effective-
ness of rural development initiatives. Research shows that
cooperatives have a significant mitigating effect on the
vulnerability of smallholder farmers to poverty, especial-
ly among those with higher levels of human capital and
income. This suggests that the poverty reduction impact
of cooperatives may vary depending on household char-
acteristics, highlighting the need for inclusive and gen-
der-sensitive approaches to ensure equitable outcomes for
marginalised groups. A similar view is also expressed by
Q. Deng et al. (2020) and E. Donkor & J. Hejkrlik (2021),
who emphasised that agricultural cooperatives play a key
role in enhancing rural socio-economic development by
facilitating market access, improving food security and
promoting community resilience. They allow farmers to
pool resources, which leads to economies of scale and re-
sults in lower input costs and increased profitability for
members. At the same time, according to S. Esmaeiliza-
deh et al. (2020), despite the obvious advantages, the ac-
tivities of cooperatives face numerous challenges, includ-
ing insufficient access to finance, limited opportunities for
expanding production, and lack of adequate support from
the state. In addition, decentralised small-scale agricul-
tural market owners often face high transaction costs and
difficulties in accessing high-value markets. This is due to
factors such as inadequate information and lack of com-
petitiveness, which requires collective action through co-
operatives as a market entry strategy.

The organisational sustainability of cooperatives is
also one of the most important internal challenges they
must overcome to succeed. While cooperatives can en-
hance their bargaining power and reduce individual bar-
riers to entry, their effectiveness is often compromised by
general market conditions. As noted by W. Li et al. (2019)
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and R. Matheus et al. (2020), the sustainability of cooper-
atives depends on their multidimensional nature and the
development of collective capabilities in five areas. First,
cooperatives need to attract and retain members who share
common goals and values. This can be achieved by creat-
ing an attractive offer for members, ensuring their partic-
ipation in decision-making and developing their skills. In
addition, cooperatives need to develop their capabilities in
other areas such as building a strong network of relation-
ships, management skills, innovation and engagement with
government institutions. Developing these areas allows
co-operatives to strengthen their bargaining power, reduce
individual barriers to entry and succeed in the long term.

N. Denissova & R. Born (2021) also emphasised that
cooperatives play an important role in socio-economic
development, as they contribute to strengthening social
capital in communities. Based on the principles of mutual
assistance and collective responsibility, cooperatives pro-
vide economic benefits to their members, increase compet-
itiveness and create sustainable income. To maximise their
potential, government support is needed, including legisla-
tive initiatives, access to finance and training programmes,
to enable cooperatives to contribute to improved welfare
and social cohesion. Therefore, the potential of coopera-
tives to enhance socio-economic development depends on
overcoming these obstacles and adapting to the changing
economic landscape. Despite these challenges, according
to this study and others, such as M. Sultana et al. (2020),
cooperatives remain a promising model for economic em-
powerment and community development. Their ability to
adapt to technological advances and use collective action
to access the market is crucial to increasing their effective-
ness and relevance. Scholars also note that prospects for
cooperatives include strengthening governance structures
and exploring innovative practices that are consistent with
sustainable development goals, ensuring their continued
impact on the socio-economic context of rural areas (Zin-
chuk et al., 2019; Zhu & Wang, 2024).

The study reflects the assertions of L.P. Dos Santos et
al. (2020), who also emphasised the interconnection be-
tween economic development, social inclusion, envi-
ronmental sustainability and cooperative development,
which is key to the development of effective rural devel-
opment strategies. In addition, the study also highlight-
ed the importance of involving local communities in the
decision-making process to ensure that the development
of cooperatives is in line with the needs of the local popu-
lation. It is worth noting that the results of this study are
confirmed by Z. Zou et al. (2020), who emphasised the im-
portance of cooperatives in rural development, especially
in the context of sustainable development. The author ar-
gued that cooperatives can be effective tools for achieving
sustainable development goals, such as poverty reduction,
increased access to education and healthcare, and environ-
mental improvement. In summary, cooperatives in Albania
demonstrate significant potential for the development of
local communities, by supporting sustainable develop-
ment, poverty reduction and improved living conditions.

o CONCLUSIONS
It is established that the activities of cooperatives in Al-
bania in 2015-2023 had a positive impact on the socio-
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economic development of the country. The reduction in
the poverty rate from 8% to 5% demonstrates the posi-
tive impact of cooperatives on the social well-being of the
population. In addition, cooperatives have implemented
75 social projects, demonstrating their active role in the
development of social infrastructure. The growth of coop-
eratives’ investments in infrastructure has been observed
with a significant increase from ALL 25 million to ALL
50 million. This indicates their active contribution to infra-
structure development. As a result, loans to cooperatives
also increased significantly from ALL 150 million to ALL
400 million, indicating an increase in support for coop-
eratives through credit financing. This in turn has led to
improved market access, which has increased from 60% to
75%. This improvement in logistical and marketing chan-
nels has further enabled cooperatives to invest in social
services, with a marked increase from ALL 10 million to
ALL 50 million, highlighting the importance of social sup-
port in local communities through cooperative activities.
Co-operatives play a key role in Albanian economic devel-
opment, contributing to economic growth, improved social
conditions and infrastructure development. They ensure
comprehensive progress and stability in the country. Alba-
nian total GDP increased from USD 13.25 billion in 2015
to USD 18.31 billion in 2023, reflecting the overall growth
trend of the national economy.

e REFERENCES

The activities of cooperatives in Albania demonstrated
an initial contribution to improving economic conditions
and living standards in local communities, which demon-
strates their important role in ensuring the national sus-
tainable development. It is expected that cooperatives will
continue to play an important role in the socio-economic
development of Albania, contributing to the creation of
new jobs, improvement of social conditions and develop-
ment of infrastructure. This can be achieved by increasing
investment in infrastructure, lending to cooperatives, im-
proving access to markets and social services, and inten-
sifying social projects. The prospect of further research is
to explore the possibilities of developing cooperatives in
Albania by creating new business models that combine tra-
ditional cooperative principles with modern technologies
and innovations. The limitations of the study are that as-
sessing the impact of cooperatives on socio-economic de-
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AHoranig. MeTtowo JoCTimkeHHS OyB aHaji3 BIUIMBY KOOMEpPaTMBiB Ha PO3BUTOK COIiaTbHO-eKOHOMiUHOI CUTYyallii y
cinbepKiii miceBocti Anbanii. st ocsirHeHHs 1iei MeTy Gy/0 MPOBEAEeHO JeTaJIbHUI aHaTi3 OCHOBHUX COIlialbHO-
€KOHOMIUHMX TTOKA3HMKIB Ta y3araJbHeHO pe3yabTaTH, 1[0 JOTIOMOIJIO BUSIBUTM 3ara/ibHi TeH/IeHIIii Ta 3aKOHOMipHOCTI
PO3BUTKY AsbaHii. JTowTikKeHHS BU3HAUYMIIO, IO KOOIMEpaTUBHMII ceKTOp B AsbaHii Bimirpae BupilrajbHy posib Y
CIIPUSIHHI CTaJIOMY PO3BUTKY CiIbCBKMX TEPUTOPIiit Ta MiJBUIIIEHHIO SIKOCTi JXUTTS y TpomMazax. Y nepiog i3 2015 mo 2023
PiK KooTlepaTUBU CIPUSIIV CTBOPEHHIO 12 456 HOBUX PO6GOUMX MiCI[b, 3HIKEHHIO PiBHS 6iMHOCTI Ha 25 % Ta CKOPOUEHHIO
BinTOKy HaceneHHs Ha 30 %. KpiMm TOro, ceKTop iHBeCTyBaB Yy COLIia/IbHI TTOCITYTHM Ta MiCLIeBY iHPPaCTPYKTYPY, TOKPAITYIOUMN
YMOBM KUTTSI Ta MiATPUMYIOUM €KOHOMIUHY CTaGiIbHICTh. 3pOCTAHHS KOOMEPATUBIB BimOy/I0CsS 3aBASAKYM 36iTbIIEHHIO
iHBecTuiii B indpacTpyktypy Ha 40 %, i IBUIIEHHIO JOCTYITHOCTI KpeauTiB Ha 20 %, MOKpaIleHHIO JOCTYITY 0 PUHKIB Ha
35 %, a TAKOX PO3LIMPEHHIO JIOTICTUKM Ta KaHaIiB 36yTy. [I03UTUMBHMIT BILIMB KOOIIEpaTUBiB HA €KOHOMIKY Ta COIliajbHi
YMOBMU Bio6pa3mBCsl y 3pOCTaHHI BAJIOBOTO BHYTPIIIHBOTO NMPOAYKTY AnbaHii 3 13,25 mipp monapis CILIA y 2015 poui 1o
18,31 mupg monapis CIIA y 2023 porii, To6T0 Ha 38 %. Pe3ynbTaTii AOCTiIKEHHS] MOKYTb OYTY KOPUCHUMU JIJIST PO3POOKU
HAyKOBO OOT'PYHTOBAHOI TMOITUKM Ta CTPATEriil, CIPIMOBaHUX Ha MiATPUMKY 3POCTaHHS i CTiIIKOCTi KOOTIepaTUBHOTO
cekTopy B AnGaHii Ta 3a ii Mexxamu
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Abstract. The purpose of the study was to identify the main areas of optimisation of the Ukrainian system of state
regulation of the insurance market, taking into account the European experience. The research methodology included
three stages, namely, analysing the role and functions of government agencies in regulating the insurance market,
conducting interviews, and identifying the main trends in the development of the insurance market. The results showed
the importance of the National Bank of Ukraine, which performs the functions of regulating financial services, including
insurance. The Law of Ukraine No. 1909-IX “On Insurance” and Law of Ukraine No. 2664-II1 “On Financial Services and
State Regulation of Financial Services Markets” were studied. Considerable attention was paid to the implementation of
the Solvency Il Directive, which sets new requirements for risk management capital in the context of European integration
in Ukraine. The survey results indicated that competition in the services sector drives organisations to innovate and
improve their offerings. The study found that the adaptation of Ukrainian legislation to European standards contributes
to the reliability of the insurance market. In particular, negative trends include problems with the implementation of
new regulations and the adaptation of insurance companies to European requirements. Adjusting to new regulatory
standards includes modifying internal procedures and using modern technology. However, the general direction of
regulation contributes to strengthening the insurance sector in the context of European integration. The practical
significance of the study is to provide specific recommendations for improving the mechanisms of insurance market
regulation in Ukraine, which will help to increase the transparency and reliability of insurance companies, as well as their
adaptation to European standards in the context of European integration
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¢ INTRODUCTION

The influence of state regulatory authorities and mecha-
nisms of the insurance market in Ukraine is being revealed
in a new way in the context of European integration and
requires scientific exploration, as integration into the
European Union sets new requirements for the system
of financial market regulation. The Ukrainian insurance
market needs to be adapted to European standards, which
includes improving the regulatory framework, strength-
ening control over insurance companies, and ensuring
transparency of their operations. A key element is the
implementation of principles that protect the rights of
insurance consumers, as this increases confidence in the

market and promotes its development. The study of the
influence of regulatory authorities allows assessing the
effectiveness of existing mechanisms, identifying their
weaknesses, and developing recommendations for their
improvement. Specifically, this could include an analysis
of international practices in regulating insurance markets
to help Ukraine adopt best practices.

Many researchers have analysed the issues of state reg-
ulation of the insurance market, focusing on various aspects
from the regulatory framework to risk control and manage-
ment mechanisms. For example, A. Nechyporenko (2021)
examined the theoretical aspects of state regulation
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of insurance activities in Ukraine and identified the key
functions and mechanisms used by the country to regulate
these activities. Furthermore, the researcher investigated
the major areas for improving regulation, including con-
sumer protection and ensuring stable conditions for insur-
ance companies. R. Van Oirbeek et al. (2024) examined the
effect of insufficient attention from government agencies
on the development of the insurance market. In their study,
researchers noted that due to the lack of effective regula-
tory mechanisms, many insurance companies operated in a
non-transparent manner, which led to a loss of consumer
confidence. Their findings are consistent with the view that
a stronger regulatory framework is required to ensure mar-
ket stability. J. Sadowski (2024) investigated the implemen-
tation of European consumer protection standards in the
insurance market of various countries. Their study showed
that this improved the quality of insurance services and in-
creased the level of trust in insurance companies. They also
emphasised the significance of strengthening control over
the observance of consumer rights and introducing liability
mechanisms for insurance companies.

V. Bratyuk (2022) focused on identifying the prob-
lems affecting the demand for insurance services, such as
consumer distrust, economic instability, and low financial
capacity of the Ukrainian population. The researcher also
outlined ways to develop the market, emphasising the
significance of effective regulation to build trust in insur-
ers and stimulate the economy. Furthermore, A. Tayebi et
al. (2024) analysed the barriers to the integration of var-
ious insurance markets into the European space. Insuffi-
cient capitalisation of insurance companies and weak state
control are the main obstacles to the implementation of
European standards in weak states. Their studies high-
lighted the need for financial support and professional
development of insurance company employees to achieve
compliance with the standards. N. Verma (2024) identified
the mechanisms of state regulation of the insurance mar-
ket in the context of the economic crisis. Their study point-
ed to the need to increase the role of government agencies
in creating conditions for market stability through the in-
troduction of effective regulatory instruments, such as li-
quidity and capital ratios.

Y. Skaf et al. (2024) addressed the problems of super-
vision of insurance companies. The researchers pointed to
the insufficiency of institutional mechanisms for effective
control and noted that a lack of resources and weak institu-
tions impede the full supervision of insurance companies.
R.D. Banker et al. (2024) addressed the specifics of rein-
surance market regulation, investigated the international
reinsurance mechanisms and their effect on the financial
stability of national markets. The researchers’ conclusions
pointed to the need to harmonise national legislation with
generally accepted international standards in the field
of reinsurance. A. Tasdemir & E. Alsu (2024) studied the
insurance market regulation processes in the context of
globalisation, which significantly affects national markets
by integrating them into global financial systems. Their
study focused on the role of international financial insti-
tutions and organisations. National regulators, according
to these researchers, should adapt international standards
to the specifics of national markets, maintaining a balance
between the requirements of globalisation and internal

market characteristics. F.A. Oquendo-Torres & M.]. Sego-
via-Vargas (2024) pointed out the role of educational pro-
grammes aimed at raising consumer awareness of their
rights and options in insurance. The researchers suggested
that information campaigns should be more actively im-
plemented to help consumers understand complex insur-
ance products and use them effectively.

The above-mentioned researchers made a valuable
contribution, but the issue of state regulation of the Ukrain-
ian insurance market in the context of European integra-
tion is still understudied. The purpose of this study was to
identify the key areas for improving the Ukrainian system
of state regulation of the insurance market according to
European standards and requirements. The objectives of
this study were to define the role and functions of state au-
thorities in regulating the insurance market of Ukraine; to
analyse the mechanisms of state regulation used in the EU
and the possibility of their adaptation in Ukraine; to iden-
tify problems and aspects for improvement related to the
regulation of the insurance market in Ukraine in the con-
text of European integration.

e MATERIALS AND METHODS

Three leading insurance companies of Ukraine were select-
ed for the study, namely insurance company (IC) Providna
(Information of the issuer..., n.d.), IC Arsenal Insurance
(n.d.), IC TAS Insurance Group (n.d.). The study employed
an experimental method consisting of three key stages.
The first stage involved analysing the role and functions
of government agencies in regulating the insurance mar-
ket. At this stage of the study, the activities of the Nation-
al Commission for State Regulation of Financial Services
Markets were analysed, which from 2011 to 2020 was the
main state regulator of the insurance market (after June,
2020, the commission’s powers are divided between the
National Bank of Ukraine and the National Securities and
Stock Market Commission). The key functions of state fi-
nancial institutions in ensuring that insurers comply with
legal requirements were defined.

The following criteria were used to analyse the role
and functions of state authorities in regulating the insur-
ance market in Ukraine. Licensing and control over the
activities of insurers. The study assessed the processes of
issuing licences to insurance companies, the conditions for
obtaining them, and monitoring compliance with licensing
requirements. The study determined how efficiently the
National Commission for Regulation of Financial Services
Markets performs these functions and how insurers assess
licensing requirements. Supervision and monitoring. This
study analysed the process of ongoing supervision of in-
surance companies, including compliance with legislation,
financial stability, reserves, and reporting. The study ex-
amined how monitoring affects companies’ operations and
whether it contributes to market transparency. Compli-
ance with legal requirements. The ways in which the Na-
tional Securities and Stock Market Commission (NSSMC) is
effective were identified. This criterion included a study of
the implementation of new regulations and their influence
on the insurance market. Implementation of European
standards. The criteria for adapting the Ukrainian insur-
ance market to the standards of the European Union, spe-
cifically the Solvency II Directive (Solvency II Hub..., n.d.),
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were analysed. The study assessed how Ukrainian legisla-
tion is changing in the context of European integration and
how this affects the activities of Ukrainian insurance com-
panies. Enforcement mechanisms and sanctions. The study
identified the mechanisms used by the NSSMC to hold in-
surers accountable for violations of the law and assessed
their effectiveness.

The second stage of the study involved interviews with
representatives of the selected companies for a total of 15
expert participants, including 7 women and 8 men, aged 25
to 45 years. The participants represented various positions,
including heads of departments, analysts, and risk man-
agement specialists, which enabled a comprehensive ex-
amination of the practical aspects of the companies’ work
in the context of regulatory requirements and strategic ap-
proaches to adapting changes in legislation. Questions for
the representatives of insurance companies were as follows:

1. How do you assess the effectiveness of the NSSMC’s
licensing process for insurers?

2.Do you think that monitoring of compliance with
licensing requirements is effective? What aspects need to
be improved?

3. What are the major challenges you observe in super-
vising the activities of insurance companies?

4. How well are the requirements of national legisla-
tion and European standards implemented?

5.How do you assess the NSSMC’s control and sanc-
tioning mechanisms?

6. Is the reporting system for licensing and supervision
sufficiently transparent?

The study was conducted following the ICC/ESOMAR
international code on market, opinion, and social research
and data analytics (2016) ethical norms and standards. All
participants agreed to take part in the study, explaining
the purpose of the study, potential risks and benefits, and
the possibility of withdrawing at any time without nega-
tive consequences. The third stage was to identify the key
trends in the development of the insurance market and rec-
ommendations for European integration.

e RESULTS

Theoretical foundations and analysis of the Ukrainian
insurance market

Ukraine’s insurance market is a vital part of the financial
system, playing a role in economic development through
the accumulation of long-term investments. According to
the National Bank of Ukraine, 126 insurance companies
operated in the market in 2023, which is a stable figure (Fi-
nancial sector statistics, 2024). However, in recent years,
there has been a gradual decline in the number of insur-
ers, due to stricter competition and capitalisation require-
ments. In 2023, gross written insurance premiums reached
UAH 52.8 billion, indicating that the market is growing
even in the face of macroeconomic uncertainty. This is
7.5% more than in the previous year. The key areas of insur-
ance are still car insurance, life insurance, and health in-
surance, which are growing in demand due to the increase
in health-related risks. Despite the overall positive trends,
the level of insurance penetration (the ratio of insurance
premiums to GDP) continues to be low. Compared to de-
veloped countries, this indicator is much lower in Ukraine,
which indicates an insufficient insurance culture among
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households and businesses. The low level of citizens’ abili-
ty to pay, as well as distrust in insurance services stemming
from historical fraud problems in the 1990s, continue to
hamper market development.

Ukraine’s insurance companies play a vital role in en-
suring economic stability, as they allow for the accumulation
of significant long-term investments. This is particularly
true for life insurance, which attracts funds for a long peri-
od and is a source of investment in the economy. The insur-
ance market also helps to reduce business risks, which is a
principal element in the risk management system of enter-
prises. Life and health insurance programmes are gradually
becoming increasingly attractive to Ukrainian companies,
as they help to provide social guarantees to employees and
minimise business risks. At the same time, economic insta-
bility and military operations are affecting the insurance
market. Companies are forced to adapt their products to
the new reality, including military risks and related threats.
This has led to an increase in demand for insurance prod-
ucts that were not previously popular, such as war insurance
or building insurance against destruction due to hostilities.

One of the major challenges is the lack of public trust
in insurance companies. Many citizens continue to view in-
surance as unprofitable or risky due to negative past expe-
riences. There is also the problem of insufficient financial
security of the population, which reduces the ability to pay
for insurance services. Furthermore, economic instability,
frequent exchange rate fluctuations, and inflation affect
the solvency of both individuals and legal entities. Another
major issue is the regulatory framework and its compliance
with European standards. Ukraine is gradually adapting its
laws to European requirements, but the harmonisation of
legislation will take time. The effectiveness of regulatory
mechanisms and monitoring of licensing requirements are
also still questionable. For the market to grow further, the
level of public confidence in insurance companies needs to
be increased by ensuring transparency of their operations
and implementing European regulatory standards. Im-
proving financial literacy among the population and intro-
ducing new, more affordable insurance products could be a
crucial step. Market expansion may also be driven by grow-
ing demand for specialised insurance products that meet
the modern needs of businesses and individuals. Products
such as health insurance or insurance against cyber threats
are gaining popularity and may become new drivers for
market development in the coming years.

The NSSMC is the central executive body responsible
for regulation and supervision of financial services, includ-
ing the insurance market. The primary objective of this in-
stitution is to create conditions for the stable development
of the insurance sector, ensure transparency of insurance
companies’ activities and protect the rights and interests
of financial services consumers. One of the key functions of
the commission is to issue licences for insurance activities,
which includes assessing applicants for compliance with the
requirements of laws and regulations, including verifica-
tion of financial stability, business reputation, and relevant
experience. Licensing helps to prevent unreliable compa-
nies from entering the market, which could pose a threat to
consumers. After obtaining a licence, insurers are subject to
constant supervision by the NSSMC. The commission mon-
itors the financial performance of insurance companies,



Bulantsov

their solvency, compliance with insurance reserves, and
other financial obligations, which are performed through
regular reports that insurers must submit to the commis-
sion. Monitoring allows for prompt detection of possible
problems in the operations of insurers that may adversely
affect their ability to perform their obligations to customers.

The NSSMC is responsible for ensuring that all in-
surance market participants act according to the legisla-
tion. This includes overseeing compliance with insurance
reserve requirements, solvency, reporting standards, and
the terms and conditions of insurance contracts. In case
of violations, the commission is entitled to take relevant
measures, ranging from imposing fines to revoking the in-
surance licence. The commission reviews customer com-
plaints against insurance companies, ensures compliance
with legal regulations on the payment of insurance claims
and other obligations to customers. Furthermore, the com-
mission is working to improve financial literacy among
the population, which enables consumers to choose in-
surance products more consciously. The NSSMC promotes
competition in the insurance market by encouraging the
introduction of new insurance products and services and
compliance with strict service standards. The commission
actively cooperates with international organisations and
experts to implement best practices and improve the ef-
ficiency of insurance regulation in Ukraine. This includes
the harmonisation of Ukrainian legislation with Europe-
an standards, which is a crucial step towards integration
with the EU. At the legislative level in Ukraine, two key
laws play a major role in regulating the insurance market,
namely the Law of Ukraine No. 2664-III (2001) and the
Law of Ukraine No. 1909-IX (2021). Both of these docu-
ments have common goals related to Ukraine’s integration
into the European financial system and the creation of a
stable environment for financial institutions. The Law of
Ukraine No. 1909-1X (2021) regulates the provision of in-
surance services, consumer protection, and the activities of
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insurers. In the context of European integration, this law
needs to be modernised to meet European standards, par-
ticularly the requirements for insurance companies’ capi-
talisation, financial reporting and transparency of opera-
tions. Importantly, the new provisions of this law may be
aimed at increasing public confidence in insurance services
and ensuring greater competitiveness in the market. Spe-
cifically, the Law of Ukraine No. 2664-III (2001). This law
regulates not only insurance, but also other financial ser-
vices, which allows establishing common rules of the game
for all market participants. In the context of European inte-
gration, this law requires the implementation of principles
that ensure the competitiveness, transparency and stabili-
ty of financial services markets.

Compliance with European standards in this area will
also help protect consumer rights and increase confidence
in financial institutions. The common features of the above
legislative acts include the commitment to transparency,
enhanced consumer protection, and a competitive environ-
ment for financial institutions. European integration re-
quires Ukraine to adapt to European standards, and there-
fore it is essential to analyse the current legislation and
identify its shortcomings to ensure adequate regulation of
the insurance market. Thus, the Law of Ukraine No. 2664-
III (2001) the and Law of Ukraine No. 1909-IX (2021) are
of great significance for the development of the insurance
market in Ukraine, as they create the basis for further inte-
gration with the European financial area.

Data collection and processing based on the assess-
ment of the NSSMC licensing process and the effec-
tiveness of monitoring compliance with licensing re-
quirements

The survey of 15 representatives of insurance companies was
aimed at assessing the licensing processes of the NSSMC and
the effectiveness of monitoring compliance with licensing
requirements. The survey findings are presented in Figure 1.

m Necessary/balanced

Complex/overpriced

3

Assessment of requirements

Figure 1. Results of the analysis of interviews by the criterion
“licensing and control of insurers”, number of participants

Source: created by the author

According to the survey, 87% of respondents recog-
nised the licensing process as necessary to ensure the re-
liability of the insurance market. At the same time, 13%
of respondents noted that the requirements for obtaining
a licence are too complex and require considerable time
and financial resources. One of the respondents from Ar-
senal Insurance noted that the licensing process is often
delayed due to complex documentation and inspections,
which can delay the launch of new products. On the other

hand, 40% of participants believed that the process is bal-
anced and meets the need to protect the interests of con-
sumers, as licensing guarantees the stability and financial
strength of companies.

The procedure for compliance with licensing re-
quirements is strict, which helps to avoid unreliable
companies from entering the market. 80% of survey re-
spondents said that capital and reserve requirements are
necessary to ensure stability, although 33% considered
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them too high, especially for medium-sized companies.
A representative of IC Providna noted that they under-
stood the significance of financial stability, but that ex-
cessive capital requirements could limit the ability to
invest in the development of new products and services.
In terms of licensing timeframes, 60% of the companies
surveyed believed that the process took longer than nec-
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essary to verify financial solvency and compliance. Ac-
cording to one of the representatives of Arsenal Insur-
ance, bureaucratic delays sometimes prevent them from
responding quickly to market opportunities and expand-
ing into new segments. Next, the study analysed the NS-
SMC’s ongoing supervision of insurance companies, as
presented in Figure 2.
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| NG
| | 0

Reporting process Market transparency

Figure 2. Results of the analysis of interviews by the criterion “supervision and monitoring”, number of participants

Source: created by the author

Most respondents positively assessed the monitoring
by the NSSMC, as 80% of respondents stated that constant
supervision contributes to market transparency and sta-
bility of insurance companies. One of the representatives
of IC Providna noted that monitoring ensures prompt de-
tection of problems in the financial stability of companies
and facilitates their prompt resolution. Furthermore, 73%
of respondents noted that close supervision of compliance
with the law by the NSSMC is critical to maintaining fair
competition in the market. This includes checking the
correctness of insurance reserves and financial indicators.
However, 27% of respondents believed that excessive at-
tention to reporting detail sometimes diverts companies’
resources from their core business.

The NSSMC monitors the financial stability and re-
serve formation of insurance companies, which is why
67% of respondents stated that strict control over these

14
12

(= A A

Impact of new
regulations on the
market

Evaluation of the
effectiveness of the
implementation of

new regulations

| I
| | ' B
5
| | A | [ 1
3

indicators helps to strengthen customer confidence in in-
surance companies and reduces the risk of bankruptcy in
the market. At the same time, 33% of respondents noted
that reserve requirements can be excessively high for me-
dium-sized companies, which sometimes hampers their
operations. The reporting that insurance companies have
to provide to the NSSMC is an effective tool for monitoring
their activities, according to 60% of respondents. However,
40% noted that the preparation of the reports is time-con-
suming and resource-intensive, which can create opera-
tional difficulties. All respondents agreed that monitoring
by the NSSMC greatly contributes to the transparency of the
insurance market. This is crucial for customers, who have
confidence in the reliability of companies thanks to state
control. To obtain a more comprehensive result, the study
assessed the effectiveness of compliance with the NSSMC’s
regulations, which is illustrated quantitatively in Figure 3.
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Negative

Control over the
implementation of
legislation

Adapting to new
requirements

Figure 3. Results of the analysis of interviews according
to the criterion of “compliance with legal requirements”, number of participants

Source: created by the author
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This analysis covered the introduction of new regu-
lations and their impact on the insurance market. Thus,
67% of the survey participants believed that the NSSMC
effectively implements new regulations that ensure mar-
ket stability and protect the rights of policyholders. One
of the representatives of IC Providna noted that the new
requirements help to increase the reliability of insurance
companies and ensure customer protection, which is vital
for building trust in the market. Meanwhile, 33% of re-
spondents believed that sometimes new regulations are
introduced without sufficient time for adaptation. This can
create difficulties for insurance companies, especially in
matters related to changes in reporting or provisioning.

In terms of the introduction of new regulations, 73% of
participants noted that this positively affects the market,
stimulating the improvement of the quality of insurance
products and services. This is especially true of transpar-
ency requirements and financial reserve requirements.
For example, a representative of Arsenal Insurance noted
that most new regulations help to raise service standards
and improve the financial stability of companies. However,
27% believe that the new requirements may create more
financial burdens for companies, especially for medium
and small market players. This sometimes hinders their
competitiveness. 60% of respondents said that the adapta-
tion to new regulations is usually easy, as the NSSMC pro-
vides sufficient information and support during changes.
However, 40% stated that some innovations are being im-
plemented too quickly, which complicates the adaptation
process, especially in financial terms. Most respondents
(80%) agreed that the NSSMC’s enforcement of legislation
is strict but fair. This contributes to market stability and

12

customer protection. However, 20% stated that sometimes
the control becomes excessive, which can lead to unnec-
essary administrative costs and inspections that divert re-
sources from the development of companies.

Interviews with representatives of insurance compa-
nies on the implementation of European standards and
adaptation to the Solvency II Directive provided important
insights into changes in the Ukrainian insurance market
in the context of European integration. According to the
quantitative data obtained, 53% of respondents indicated
that their companies have already implemented the key
provisions of the directive, specifically in terms of capital
requirements and risk management. At the same time, 27%
reported that the adaptation process is still ongoing and
that companies are facing difficulties, especially in chang-
ing their reporting systems. Another 20% of respondents
indicated that their companies are at the stage of preparing
for full implementation of the standards.

The key challenges in adapting to the Solvency II Di-
rective were the difficulty of integrating the new require-
ments into their internal processes (60%) and the financial
costs of preparing for the new requirements (33%). Some
participants (7%) also noted a lack of qualified staff to im-
plement the new requirements. In terms of the impact of
European integration changes in legislation, 67% of re-
spondents positively assessed their effect on companies’
operations, especially in the context of increased market
transparency and risk management. However, 20% of re-
spondents believe that legislative changes may create more
administrative burdens. The remaining 13% were unable to
assess the long-term implications as the process of adapta-
tion had only just begun (Fig. 4).

m Positive impact of changes in legislation
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Additional administrative burden due to changes

m Cannot assess the impact due to the beginning of the adaptation process

Impact of European integration on legislation and activities of insurance companies

Figure 4. Results of the analysis of interviews by the criterion
of “implementation of European standards”, number of participants

Source: created by the author

Expectations from the introduction of European
standards also appear encouraging. Most participants
(80%) anticipate increased confidence in the Ukrainian in-
surance market on the part of European investors and part-
ners, and 53% of respondents believe that this will open
new opportunities for expanding services in international
markets. Overall, the adaptation to the Solvency II Direc-
tive is fraught with difficulties, but most insurance compa-
nies are positive about it, as the introduction of European
standards will contribute to further market development
and Ukraine’s integration into the global economic space.

Interviews with representatives of insurance compa-
nies indicate that they generally have a positive assessment
of the NSSMC’s control and sanctions mechanisms, but
stress the need to improve their effectiveness, especially

in terms of increased accountability and better commu-
nication. According to the survey, 47% of respondents
believed that the NSSMC’s mechanisms were effective in
ensuring market discipline and forcing companies to fol-
low the legislation requirements. They noted that regular
inspections and strict sanctions contribute to compliance
with insurance legislation. At the same time, 33% of par-
ticipants stated that while the mechanisms are formally
effective, they are not always used promptly or to the full-
est extent. In their opinion, some inspections are merely
a formality and do not lead to any substantial changes.
Another 20% of company representatives noted that sanc-
tions have limited effectiveness due to the lack of trans-
parency of the NSSMC and the possibility of avoiding
responsibility for large market players. As for the types
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of sanctions, 53% of participants indicated that the key
sanctions applied to insurers are fines for non-compliance
with financial requirements and violation of reporting
standards. These fines have a disciplining effect, but their
amount is sometimes insufficient for large companies. 27%
of respondents said that a ban on certain types of activities
is an effective lever of influence, especially for small and
medium-sized insurance companies. While 20% of the par-
ticipants mentioned other sanctions, such as revocation of
licences, they stressed that such drastic measures are rarely
applied and mainly to companies that are already in a dire
financial situation.

The respondents identified the difficulty of adapting
to new legislative requirements, especially in the context
of rapid changes in the regulatory sphere, as the key chal-
lenge in enforcement, which sometimes complicates the
observance of standards (40%). 33% of participants noted
that low level of communication between the NSSMC and
insurance companies often leads to misunderstandings and
compliance issues. Another 27% of respondents believe
that sanctions are sometimes delayed, which may result in
violations not being corrected for a long time. Participants
also suggested several ways to improve the enforcement
system. 53% of respondents said that liability for violations
should be increased by increasing the amount of fines and
the frequency of inspections. 27% suggested improving
communication between the NSSMC and insurance com-
panies, particularly through the establishment of joint
working groups to discuss new legislative requirements.
20% of participants said that more transparency in the NS-
SMC’s decision-making is needed to avoid situations where
large companies can avoid severe sanctions.

Government regulation has both a positive and some-
what restrictive effect on the activities of insurance com-
panies. It helps to ensure market stability and consumer
protection, but sometimes causes an excessive burden due
to complex licensing and reporting procedures. Overall, re-
spondents noted that the licensing process is instrumental
in ensuring market transparency and stability. However,
some companies pointed to major administrative barriers
and excessive bureaucracy in the process, which can im-
pede the development of new products or services. Some
interviewees noted that reporting requirements are com-
plex and resource-intensive, especially for companies with
limited financial resources. They also pointed out that reg-
ulatory inspections are often more focused on compliance
with formalities than on the actual financial soundness
of companies. Representatives of insurance companies
positively assessed state control in the area of consumer
protection, as it increases customer confidence in the in-
surance market. However, they believed that dispute res-
olution procedures should be more efficient and quicker.
Interviewees also highlighted the need to reform the reg-
ulatory system to facilitate the introduction of innovative
products and services. They emphasised that current regu-
lation often does not address the specifics of digital solu-
tions and emergent technologies, such as online platforms
for selling insurance products.

Key trends in the development of the insurance market
and recommendations for European integration

The analysis of insurance market trends revealed both
positive and negative aspects that affect its development
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and adaptation to European standards. This allowed to
identify key recommendations for ensuring effective inte-
gration into the European market and creating conditions
for sustainable development of the insurance industry in
Ukraine. One of the key positive developments in the insur-
ance market is the increasing level of consumer confidence
in insurance products. Over the past few years, the number
of insurance contracts concluded has increased substan-
tially, which indicates that people are becoming increas-
ingly aware of the benefits of insurance. This is explained
by both an increase in the number of insurance compa-
nies and an improvement in the quality of their services.
Specifically, the introduction of compulsory insurance for
certain types of activities has stimulated activity in the
market. Another significant positive trend is the gradual
improvement in the quality of insurance services. In an ef-
fort to attract more customers, insurance companies have
started to introduce modern technologies that streamline
processes, reduce service times, and increase transparen-
cy of operations. For example, an increasing number of
companies are offering online services for signing con-
tracts, applying for insurance payments and monitoring
the status of insurance policies. This helps to simplify the
interaction between the insurer and the consumer and in-
creases customer satisfaction. Another positive aspect of
the market development is the increasing number of in-
ternational insurance companies entering the Ukrainian
market, as well as the strengthening of cooperation be-
tween Ukrainian insurers and their foreign counterparts.
This contributes to increased competition and the intro-
duction of European standards in the Ukrainian insurance
industry. The influence of foreign capital also encourages
insurers to follow international norms and standards in
financial management and reporting, which positively af-
fects the market overall.

Despite the positive trends, the Ukrainian insurance
market faces a series of challenges that hinder its devel-
opment and transition to European standards. One of the
primary challenges continues to be the lack of transparen-
cy in the operations of insurance companies. Despite the
reporting requirements, many companies do not disclose
sufficient information about their operations and financial
position. This creates obstacles for customers in choosing
reliable insurance companies and may negatively affect the
overall level of confidence in the market. The lack of clear
standards for financial transparency is also a problem in
the context of European integration, as European insur-
ance companies operate under strict regulations in this
area. Although the number of insurance companies in the
Ukrainian market is growing, competition between them is
still relatively weak. This is caused by the concentration of
a large market share in the hands of a few large companies,
which can dominate certain market segments, reducing the
incentive to improve the quality of services and lower the
cost of insurance policies. Insufficient competition can also
hinder the adoption of advanced technologies and innova-
tions, as the absence of strong competitive pressure does
not encourage companies to innovate.

A major challenge for the Ukrainian insurance market
is the need to implement European standards, particu-
larly the requirements of the Solvency II Directive, which
regulates the activities of insurance companies in the EU.
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Presently, only a fraction of Ukrainian companies has
adapted to these requirements, which creates unequal
conditions in the market and impedes its integration with
the European market. The implementation of European
standards is a lengthy process that requires extensive fi-
nancial and organisational resources, which is why many
companies postpone this process, reducing their inter-
national competitiveness. To successfully integrate the
Ukrainian insurance market into the European economic
environment and overcome the existing challenges, a se-
ries of measures should be taken. The first step to improve
the situation is to ensure transparency of insurance com-
panies. Clear reporting requirements should be established
that are in line with European standards, specifically the
Solvency II Directive. Furthermore, regular monitoring of
compliance with these requirements should be ensured
and the audit results should be made public to increase
confidence in the insurance market by clients and inves-
tors. To increase competition in the insurance market, fa-
vourable conditions should be created for the entry of new
companies, particularly by reducing barriers for small and
medium-sized insurance companies. This will increase the
number of players in the market and create incentives to
improve the quality of services and reduce prices. Innova-
tions should also be encouraged, for example by supporting
digital solutions in insurance that can make services more
accessible and efficient.

A crucial step towards European integration is the ac-
tive implementation of European standards in the opera-
tions of Ukrainian insurance companies. It is necessary to
ensure that legislation is gradually harmonised with the
Solvency II Directive and other EU regulations governing
insurance activities. For this, companies must be supported
in adapting to the new requirements, particularly through
consultations and training programmes. It is also worth in-
tensifying cooperation with European insurance regulators
to ensure the exchange of experience and best practices.
Thus, the Ukrainian insurance market demonstrates both
positive and negative trends that affect its development
and adaptation to European standards. For successful Eu-
ropean integration, it is necessary to improve the transpar-
ency of insurance companies, stimulate competition and
implement European standards. These measures will help
increase confidence in the market, increase the number of
international partners, and ensure the sustainable devel-
opment of the insurance industry in Ukraine.

e DISCUSSION

The findings of the present study showed that the insur-
ance market is one of the key components of Ukraine’s fi-
nancial system, and its regulation requires due attention at
both the national and international levels. Harmonisation
of national legislation and regulatory mechanisms with
European standards is a necessary step towards integration
into the European Union. A. Nechyporenko (2021) explored
the problems associated with the control and supervision
of insurance companies in Ukraine and emphasised the
need to improve regulation to increase the stability of the
insurance market. It was found that the regulation of the
insurance market in Ukraine before the start of the Euro-
pean integration process was characterised by some insta-
bility and imperfection. This was conditioned by the fact

that the Ukrainian insurance sector had been developing
for a long time without clearly defined regulatory frame-
works and due attention from the government. This situa-
tion led to fragmentation of the market, with different seg-
ments operating under different standards, which created
difficulties for comprehensive regulation and supervision.
According to S. Ghorashi et al. (2024) and K. Ha et al. (2024),
this period was a time when the foundations of the insur-
ance market were being formed, but the lack of a clear reg-
ulatory framework did not allow for a unified structure that
would facilitate the stable development of the market. This
confirms the conclusions of the present study that due to
the lack of a sufficient regulatory framework and regulato-
ry mechanisms; individual market sectors cannot function
properly overall. Specifically, the key areas of insurance,
such as life insurance, continued to be underdeveloped due
to low public confidence.

A. Gupta & S. Venkataraman (2024) highlighted that
insufficient attention by government agencies to insurance
market regulation is often one of the reasons for low confi-
dence in insurance services among the population. The lack
of effective supervision and a clear legal framework meant
that many insurance companies did not always act trans-
parently, and consumers were not confident in receiving
compensation in case of an insured event. This was reflect-
ed in the lack of insurance traditions and the unwillingness
of citizens to enter into insurance contracts, which neg-
atively affected the dynamics of market development. To
overcome the existing problems and on the path towards
European integration, the state has begun to introduce new
regulatory mechanisms and adapt Ukrainian legislation to
European standards. M. Eling (2024) and Y. Elgargouh et
al. (2024) identified the value of knowledge management
and digital transformation for improving the efficiency of
insurance companies. Y. Elgargouh et al. (2024) emphasised
that proper knowledge management is a critical factor for
the successful digital transformation of insurance compa-
nies, which allows them to increase their competitiveness.
M. Eling (2024) found that to ensure the sustainability of
the insurance industry, it is essential to implement digital
solutions and adapt to changes in the market environment.
Both studies agreed that digital transformation and knowl-
edge play a key role in supporting the sustainable develop-
ment and resilience of insurance companies.

A. ilkaz & F. Cebi (2024) and ]. Montero et al. (2024)
confirmed the findings of the present study, namely that
the creation of independent bodies to regulate the insur-
ance market was positively assessed by experts as it con-
tributed to market regulation, reduced the number of un-
scrupulous insurance companies, and increased consumer
protection in many countries. It also created the condi-
tions for the introduction of European corporate govern-
ance and financial reporting standards, which are in line
with EU directives. Such measures improved the regula-
tory system of insurance markets, enabling the countries
implementing these reforms to integrate more effectively
into the global market and meet international standards.
X. Pei et al. (2024), emphasised the significance of imple-
menting the Solvency II system in each European country,
as it is the basis for ensuring the stability of the insurance
market and increasing its international competitiveness.
This also supports the conclusions of this study, which
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shows that the adaptation of Ukrainian legislation to Sol-
vency II will help attract foreign investment, as Europe-
an investors will be able to operate in a more predicta-
ble and secure legal environment. However, according to
N.Y. Asabere et al. (2024), B. Srbinoski et al. (2024), and
M. Farrugia et al. (2024), the implementation of Solvency
II in many countries has faced a series of challenges, par-
ticularly due to underdeveloped financial infrastructure
and lack of qualified personnel. The researchers argued
that the adaptation of this system requires extensive in-
vestment in training and modernisation of insurance
companies, which coincides with the findings of the pres-
ent study, which stressed the need for institutional sup-
port and technical aid from the EU.

Harmonisation of Ukrainian legislation with European
standards forms an integral part of the European integra-
tion process. This includes the introduction of legal norms
that regulate the activities of insurance companies, the
procedure for supervising them, and consumer protection.
For example, V. Bratyuk (2022) proved that the Ukrainian
insurance market continues to develop despite economic
difficulties and political challenges. The researcher showed
that the market is undergoing structural changes, includ-
ing a reduction in the number of insurance companies, but
at the same time an increase in the volume of insurance
premiums. V. Bratyuk (2022) found that the financial sta-
bility of many insurance companies is still under threat,
especially due to the unstable economic situation. Fur-
thermore, I. Alley (2024) and S. Cosma & G. Rimo (2024)
confirmed that the implementation of these standards
contributed to improving the quality of insurance products
and increasing consumer confidence in insurance compa-
nies. This is consistent with the findings of the present
study. The harmonisation of legislation is a prerequisite
for the creation of a competitive insurance market, which
is also in line with the presented findings.

Despite the achievements in insurance market reg-
ulation, Ukraine faces a series of challenges that hinder
the full integration into the European insurance market.
According to M. Getin (2024) and K.F. Cikovi¢ et al. (2024)
one of the primary barriers is the lack of sufficient finan-
cial resources to modernise insurance companies, which is
necessary to meet European standards. Most global insur-
ance companies are still unable to ensure the required level
of capitalisation, which is one of the key requirements of
Solvency II. Notably, the supervision of insurance compa-
nies in Ukraine is not yet fully in line with European re-
quirements. According to E. Mojali et al. (2024), although
government agencies are trying to strengthen control over
insurance companies, a lack of resources and institutional
weaknesses mean that some insurance companies contin-
ue to operate without proper supervision. This is in line
with the findings of this study, which point to the need to
strengthen the regulatory framework and develop institu-
tional control mechanisms. However, despite the challeng-
es, the European integration of Ukraine’s insurance market
has great potential. According to C. Amanda & A.D. Prad-
ipta (2024) and J.C. Acosta-Prado et al. (2024), opening the
market to European insurance companies can stimulate
competition, which will improve the quality of insurance
services. Attracting foreign investors will help to increase
the level of market capitalisation, which is a prerequisite
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for its stable development. Therefore, state regulation of
Ukraine’s insurance market in the context of European in-
tegration is essential for ensuring the stability of the finan-
cial system and the development of the national economy.
However, further reforms, institutional support, and coop-
eration with the EU are needed to achieve full compliance
with European standards.

e CONCLUSIONS

Thus, the study confirmed the role of state regulation in
the activities of insurance companies in Ukraine, especial-
ly in the context of European integration. The analysis of
legislative acts, specifically the Law of Ukraine No. 1909-1X
and the Law of Ukraine No. 2664-III, revealed that these
documents not only provide the legal framework for the
market functioning, but also define principles that promote
transparency, consumer protection, and competitiveness.
Interviews with representatives of insurance companies
showed that changes in legislation directly affect business
strategies. Many respondents noted that adapting to new
regulatory requirements requires extensive efforts, includ-
ing retraining, changing internal processes, and introduc-
ing advanced technologies. However, despite the challeng-
es, company representatives also stressed that the correct
implementation of government regulations can stimulate
market development and improve the quality of insurance
services. Specifically, increased capitalisation and financial
reporting requirements help to reduce risks and increase
consumer confidence.

Interviews with representatives of insurance compa-
nies on the implementation of European standards and
adaptation to the Solvency II Directive revealed several
important findings. Thus, 53% of the survey participants
indicated that their companies have already implemented
the key provisions of the Directive. At the same time, 27%
of participants said that companies are still in the process
of adapting, facing difficulties, especially in changing their
reporting systems. Another 20% of experts said that com-
panies are currently preparing to implement the standards.
The major challenges are the difficulty of integrating new
requirements into internal processes (60%) and financial
costs (33%). Some companies face a lack of qualified staff
to implement the requirements. The impact of the legis-
lative changes was positively assessed by 67% of respond-
ents, while 20% believe that these changes may create an
incremental burden.

The survey findings confirmed that competition in
the services market encourages companies to innovate
and improve their services. The survey participants not-
ed that the existence of clear and transparent rules of the
game contributes to the growth of interest from investors
and international partners, which is an essential aspect of
the European integration process. At the same time, some
limitations of the study were identified, including the in-
sufficient number of respondents. Further research per-
spectives may include the issue of insurance companies’
adaptation to technological changes, including the intro-
duction of digital platforms and the use of artificial intelli-
gence in regulating and providing insurance services. This
will contribute to a better understanding of the challenges
and opportunities facing the insurance market in the con-
text of globalisation and European integration.



Bulantsov

o ACKNOWLEDGEMENTS o CONFLICT OF INTEREST

None. None.

e REFERENCES

[1] Acosta-Prado, J.C., Hernandez-Cenzano, C.G., Villalta-Herrera, C.D., & Barahona-Silva, E.W. (2024). Three horizons
of technical skills in artificial intelligence for the sustainability of insurance companies. Administrative Sciences,
14(9), article number 190. doi: 10.3390/admsci14090190.

[2] Alley, L. (2024). Deposit insurance and financial inclusion. Journal of Economic Studies. doi: 10.1108/]ES-12-2023-
0726.

[3] Amanda, C., & Pradipta, A.D. (2024). Risk-based premiums of insurance guarantee schemes: A machine-learning
approach. Journal of Indonesian Economy and Business, 39(2), 121-142. doi: 10.22146/jieb.v39i2.9323.

[4] Arsenal Insurance. (n.d.). Retrieved from https://arsenal-ic.ua/about-us.

[5] Asabere, N.Y., Asare, 1.0., Lawson, G., Balde, F., Duodu, N.Y., Tsoekeku, G., Afriyie, P.O., & Ganiu, A.R.A. (2024). Geo-
insurance: Improving big data challenges in the context of insurance services using a geographical information system
(GIS). Human Behavior and Emerging Technologies, 2024(1), article number 9015012. doi: 10.1155/2024/9015012.

[6] Banker, R.D., Amirteimoori, A., Allahviranloo, T., & Sinha, R.P. (2024). Performance analysis and managerial ability
in the general insurance market: A study of India and Iran. Information Technology and Management, 25, 19-31.
doi: 10.1007/510799-023-00405-y.

[7] Bratyuk, V. (2022). Current state of the insurance market in Ukraine. Taurian Scientific Bulletin. Series: Economics, 12,
37-45. doi: 10.32851/2708-0366/2022.12.5.

[8] Cetin, M. (2024). Insurance needs of digital nomads and predictions for future. Worldwide Hospitality and Tourism
Themes, 16(3), 379-382. doi: 10.1108/WHATT-03-2024-0065.

[9] Cikovi¢, K.F., Cvetkoska, V., & Mitreva, M. (2024). Investigating the efficiency of insurance companies in a
developing country: A data envelopment analysis perspective. Economies, 12(6), article number 128. doi: 10.3390/
economies12060128.

[10] Cosma,S., & Rimo, G. (2024). Redefining insurance through technology: Achievements and perspectives in Insurtech.
Research in International Business and Finance, 70(Part A), article number 102301. doi: 10.1016/j.ribaf.2024.102301.

[11] Elgargouh, Y., Chbihi Louhdi, M.R., Zemmouri, E.M., & Behja, H. (2024). Knowledge management for improved digital
transformation in insurance companies: Systematic review and perspectives. Informatics, 11(3), article number 60.
doi: 10.3390/informatics11030060.

[12] Eling, M. (2024). Is the insurance industry sustainable? Journal of Risk Finance, 25(4), 684-703. doi: 10.1108/[RF-12-
2023-0314.

[13] Farrugia, M., Borg, A., & Thake, A.M. (2024). Investigating the gender pay gap in the Maltese financial and insurance
sector: A macro and micro approach. Equality, Diversity and Inclusion, 43(1), 93-113. doi: 10.1108/EDI-02-2022-0038.

[14] Financial sector statistics. (2024). Retrieved from https://bank.gov.ua/ua/statistic/sector-financial.

[15] Ghorashi, S.F., Bahri, M., & Goodarzi, A. (2024). Developing and comparing machine learning approaches for
predicting insurance penetration rates based on each country. Letters in Spatial and Resource Sciences, 17, article
number 24. doi: 10.1007/s12076-024-00387-7.

[16] Gupta, A., & Venkataraman, S. (2024). Insurance and climate change. Current Opinion in Environmental Sustainability,
67, article number 101412. doi: 10.1016/j.cosust.2023.101412.

[17] Ha, K., Stowe, L., & Chakraborttii, C. (2024). Improving insurance fraud detection with generated data. In 2024 IEEE
48th annual computers, software, and applications conference (COMPSAC) (pp. 2008-2013). Osaka: IEEE. doi: 10.1109/
COMPSAC61105.2024.00321.

[18] ICC/ESOMAR international code on market, oplmon and social research and data analytics. (2016). Retrleved from

[19] ilkaz, A , & Cebi, F. (2024). Multi-criteria decision-making model for evaluation of financial performance of insurance
companies. In E. Cepni (Ed.), Chaos, complexity, and sustainability in management (pp. 141-170). Hershey: IGI Global.
doi: 10.4018/979-8-3693-2125-6.ch008.

[20] Information of the issuer of securities and financial statements. (n.d.). Retrieved from http://surl.li/kdzgzd.

[21] Kumar, J.N.V.R.S., Vamsi Kishan, R.N., Saketh Devulapalli, S.S., Alexander Rajan, L., & Kundu, A. (2024). Digital
verification: An efficient fraud document detection for insurance claims using IoT and ML approaches. In 2024
4th international conference on pervasive computing and social networking (ICPCSN) (pp. 242-247). Salem: IEEE.
doi: 10.1109/ICPCSN62568.2024.00048.

[22] Law of Ukraine No. 1909-IX “On Insurance”. (2021, November). Retrieved from https://zakon.rada.gov.ua/laws/
show/1909-20#n2320.

[23] Law of Ukraine No. 2664-III “On Financial Services and State Regulation of Financial Services Markets”. (2001, July).
Retrieved from https://zakon.rada.gov.ua/laws/show/2664-14#Text.

[24] Mojali, E.,El-Tawy, N., & Al-Ajmi, J. (2024). Disruptive digital experiences in the GCC insurance industry. In A. Hamdan
& A.Harraf (Eds.), Business development via Al and digitalization (pp. 21-30). Cham: Springer. doi: 10.1007/978-3-031-
62102-4 2.

[25] Montero, J.-M., Naimy, V., Farraj, N.A., & Khoury, R.E. (2024). Natural disasters, stock price volatility in the property-
liability insurance market and sustainability: An unexplored link. Socio-Economic Planning Sciences, 91, article
number 101791. doi: 10.1016/j.seps.2023.101791.

« Development Management. 2024. Vol. 23, No. 4 « 43


https://doi.org/10.3390/admsci14090190
https://doi.org/10.1108/JES-12-2023-0726
https://doi.org/10.1108/JES-12-2023-0726
https://doi.org/10.22146/jieb.v39i2.9323
https://arsenal-ic.ua/about-us
https://doi.org/10.1155/2024/9015012
https://doi.org/10.1007/s10799-023-00405-y
https://doi.org/10.32851/2708-0366/2022.12.5
https://doi.org/10.1108/WHATT-03-2024-0065
https://doi.org/10.3390/economies12060128
https://doi.org/10.3390/economies12060128
https://doi.org/10.1016/j.ribaf.2024.102301
https://doi.org/10.3390/informatics11030060
https://doi.org/10.1108/JRF-12-2023-0314
https://doi.org/10.1108/JRF-12-2023-0314
https://doi.org/10.1108/EDI-02-2022-0038
https://bank.gov.ua/ua/statistic/sector-financial
https://doi.org/10.1007/s12076-024-00387-7
https://doi.org/10.1016/j.cosust.2023.101412
https://doi.org/10.1109/COMPSAC61105.2024.00321
https://doi.org/10.1109/COMPSAC61105.2024.00321
https://esomar.org/uploads/attachments/ckqtawvjq00uukdtrhst5sk9u-iccesomar-international-code-english.pdf
https://doi.org/10.4018/979-8-3693-2125-6.ch008
https://www.providna.ua/company/informaciya-emitenta-cinnikh-paperiv-ta-finansova-zvitnist
https://doi.org/10.1109/ICPCSN62568.2024.00048
https://zakon.rada.gov.ua/laws/show/1909-20%23n2320
https://zakon.rada.gov.ua/laws/show/1909-20%23n2320
https://zakon.rada.gov.ua/laws/show/2664-14%23Text
https://doi.org/10.1007/978-3-031-62102-4_2
https://doi.org/10.1007/978-3-031-62102-4_2
https://doi.org/10.1016/j.seps.2023.101791

Bodies and mechanisms of state regulation...

[26] Nechyporenko, A. (2021). State regulation of insurance activity in Ukraine: Theoretical aspect. Efektyvna Ekonomika,
7. doi: 10.32702/2307-2105-2021.7.94.

[27] Oquendo-Torres, F.A., & Segovia-Vargas, M.]. (2024). Sustainability risk in insurance companies: A machine learning
analysis. Global Policy, 15(7), 47-64. doi: 10.1111/1758-5899.13440.

[28] Pei, X., Yang, W., & Xu, M. (2024). Examining the impact of long-term care insurance on the care burden and labor
market participation of informal carers: A quasi-experimental study in China. Journals of Gerontology, 79(5), article
number gbae023. doi: 10.1093/geronb/gbae023.

[29] Sadowski, J. (2024). Total life insurance: Logics of anticipatory control and actuarial governance in insurance
technology. Social Studies of Science, 54(2), 231-256. doi: 10.1177/03063127231186437.

[30] Skaf,Y.,Eid,C., Thrassou, A., El Nemar, S., & Rebeiz, K.S. (2024). Technology and service quality: Achieving insurance
industry customer satisfaction and loyalty under crisis conditions. EuroMed Journal of Business. doi: 10.1108/EM]B-
01-2024-0027.

[31] Solvency II Hub: Updates, best practices and resources. (n.d.). Retrieved from https://griml.com/fEyRB.

[32] Srbinoski, B., Poposki, K., & Bogdanovski, V. (2024). Interconnectedness of European insurers and cat shocks
contagion effects. Journal of Financial Regulation and Compliance, 32(3), 379-402. doi: 10.1108/JFRC-10-2023-0163.

[33] TAS Insurance Group. (n.d.). Retrieved from https://parasol.ua/ua/company/tas?gbraid=0AAAAADL6LNNVL83B2g
HHNEZ91ggMb1]rG&gclid=EAIalQobChMIp87Q PGViQMVDoVoCROKOQPUEAAYAYAAEZJORfD BwE.

[34] Tasdemir, A., & Alsu, E. (2024). The relationship between activities of the insurance industry and economic growth:
The case of G-20 economies. Sustainability, 16(17), article number 7634. doi: 10.3390/sul6177634.

[35] Tayebi, A., Lila, A., Cheikh, S., & Lutfi, B. (2024). Technical efficiency measurement in insurance companies by using
the slacks-based measure (SBM-DEA) with undesirable outputs: Analysis case study. Competitiveness Review, 34(1),
229-243. doi: 10.1108/CR-01-2023-0012.

[36] Van Oirbeek, R., Vandervorst, F., Bury, T., Willame, G., Grumiau, C., & Verdonck, T. (2024). Non-differentiable loss
function optimization and interaction effect discovery in insurance pricing using the genetic algorithm. Risks, 12(5),
article number 79. doi: 10.3390/risks12050079.

[37] Verma, N. (2024). Reinsurance: A risk management tool for the insurance sector. In N. Kumar, K. Sood, E. Ozen &
S. Grima (Eds.), The framework for resilient industry: A holistic approach for developing economies (pp. 209-222). Leeds:
Emerald Publishing Limited. doi: 10.1108/978-1-83753-734-120241015.

OpraHu Ta MexaHi3Mu Aep)XXaBHOIro peryfloBaHHA CTPAaXOBOro pPUHKY
B YKpaiHi B KOHTEKCTi eBpoiHTerpauii

Inna bBynaHuoB

AcnipaHT

KMiBCbKMIM HaLiOHaNbHUIM YHIBEPCUTET TEXHOOTIM Ta AM3anHy
01011, Byn. Mana WnaHoBCbKa, 2, M. K1iB, YKpaiHa
https://orcid.org/0009-0006-7487-1601

AHoTauis. MeTa OCTiIKeHHS TOJsIrasia y BMOKPeMJIEHHI OCHOBHMX HANpPSIMKiB OMTMMIi3allii YKpaiHCbKOI cuctemu
Jlep>KaBHOTO PEryJloBaHHS CTPAXOBOTO PUHKY, BPAaXOBYIOUM €BPOIMENChKMII AOCBiL. MeTomosnorist mociimskeHHS
BKJIIOYAJIA TPYU €Tamu, a caMe aHami3 poni Ta (GYHKIiN gepskaBHMX OPraHiB y PEryTioBaHHI CTPAXOBOTO DPUHKY,
MIPOBeJIeHHSI iHTePB’I0 Ta BMOKPEMJIEHHSI OCHOBHUX TEHJIEHIIi}1 Y PO3BUTKY CTPAXOBOTO PUMHKY. OTpUMaHi pe3yiabTaTu
nokasaiu BakImBicTh HarioHanpHOTO 6aHKY YKpaiHy, sikuii BUKOHYE (DYHKITIT 1100 peryaoBaHHS GiHaHCOBUX MOCIYT,
BKJ/IIOYalouy cTpaxyBaHHs. byno gocrimkeHo 3akoH Ykpainyu N2 1909-IX «IIpo crpaxyBaHHs» Ta 3akoH YKpainyu N2 2664-
III «IIpo ¢iHaHCOBiI MOCAYTM Ta AepskaBHE PErylioBaHHS PUHKIB (GiHAHCOBMX MOCIYTr». 3HAUHY yBary 6yJl0 MpuUIiieHo
immuiemenTanii JupektuBu Solvency II, sika BCTAaHOBJIIOE€ HOBI BMMOTM [0 KaIliTaay YIpaBliHHS pU3MKAMM B YMOBax
eBpoiHTerpaiiii B YkpaiHi. Pe3ynbTaTi ONMUTYBaHHS MMOKa3aJii, 1[0 KOHKYpeHIlis y chepi MocIyr CrioHyKae opraHisairii
BIIPOBAIKYBaTH iHHOBAIIil Ta BAOCKOHAIIOBATY CBOI ITPOIO3ullii. Y TOCTiIKeHHI BUSIBJIEHO, IO aarTallis yKpaiHChbKOTO
3aKOHOZIABCTBA [0 €BPOINENChKUX CTAHJAPTIB CIPUSIE MiJBUINEHHIO HAAifHOCTI CTPaxOBOTO PMHKY. 30KpeMa, cepep,
HEraTMBHUX TEHJIEHIili BUSBIEHO MPoO6JeMM 3 iMITJIEMEHTAlli€l0 HOBUMX HOPM Ta afallTalli€l0 CTPaxXxOBUX KOMIIaHiit
IO €BPOTIEiCbKMX BMMOT. AJamTallis 40 HOBUX DPEryasiTOPHMX CTaHAApTiB Mepembavae 3MiHy BHYTPIIIHIX Mpolenyp
Ta BUKOPUCTAHHS CYy4acCHUX TexXHOJOTii. OJHAK 3arajqbHMII HAMPSIMOK PETYTIOBAHHSI CIIPUSIE 3MIIHEHHIO CTPAaXOBOTO
CEeKTOpYy B YMOBax €BpoiHTerpaiii. [I[pakTuHe 3HAUEHHS JOCTiIKeHHS MOJATAE Y HaJaHHI KOHKPETHMUX peKOMeHIallii
IJIs1 BOOCKOHAJIEHHSI MeXaHi3MiB peryyioBaHHS CTPaXxOBOTO PMHKY B YKpAiHi, [0 CIIPUATUME MiJBUILEHHIO ITPO30POCTi
Ta HaJlilfHOCTi CTPaxOBUX KOMIIaHiii, @ TAKOX IXHbOI aamTallii 10 €éBPOIENChKMUX CTAaHIapTiB B yMOBaX €BpOiHTerpaliii
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Abstract. The purpose of the study was to determine the impact of artificial intelligence (AI) on the quality of management
decisions in the process of risk assessment and forecasting. For this purpose, the role of Al in risk management was
analysed, and the practices of using Al in risk management were studied. The study results confirmed that the
introduction of Al significantly improves the speed and quality of risk management decisions. It was found that with the
help of machine learning algorithms that use numerous variables to analyse the creditworthiness of customers, financial
institutions are more efficient in credit scoring. The algorithms allow banks to reduce default rates and at the same
time improve the quality of their loan portfolio by making assessments more informed. In addition, machine learning
technologies are used to quickly identify suspicious activities or abnormal patterns of customer behaviour, reduce the
number of fraudulent transactions, improve customer security and reduce the cost of identifying and eliminating such
threats. Another result of the study was the confirmation of the effectiveness of automating routine processes, such as
updating risk registers and generating reports, which can significantly reduce operating costs and speed up management
decision-making. Importantly, the use of Al not only improves the accuracy of risk forecasting and decision-making, but
also contributes to the personalisation of services for customers, which increases their loyalty and satisfaction. Together
with the implementation of compliance systems, Al technologies ensure compliance with legal requirements and increase
transparency in financial transactions, which reduces the likelihood of non-compliance with regulatory standards and
minimises the risks involved. The findings indicated that the introduction of Al for risk management requires not only
technological optimisation, but also a deep review of ethical standards, transparency of algorithms and adaptation of
regulatory mechanisms, which will ensure both increased efficiency and trust in such systems

Keywords: machine learning; credit scoring; algorithms; transparency of decision-making; fraud prevention

¢ INTRODUCTION

The use of artificial intelligence (Al) in risk management
has increased significantly since the early 2010s. With the
emergence of Industry 4.0, characterised by a high level of
digitalisation, big data processing and the integration of Al
into various sectors of the economy, traditional risk man-
agement methods have begun to show their limitations.
This is especially evident in the financial sector, where pro-
cesses are becoming increasingly complex and the amount
of data that needs to be analysed to predict risks is growing
significantly. The inability of organisations to adapt to new
challenges can lead to a number of problems. For example,

banking institutions that do not implement Al for risk fore-
casting or fraud detection risk incurring financial losses due
to the inefficiency of traditional risk analysis models. How-
ever, the use of Al is also accompanied by challenges: trans-
parency of Al algorithms, bias in decision-making, ethical
aspects, management of large amounts of data, and cus-
tomer privacy. If these issues are not effectively addressed,
the introduction of Al may create more risks than it solves.

Research in the field of digital banking and financial
technology has covered various aspects of the implemen-
tation of digital solutions in financial institutions and
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their impact on the financial services market. A. Medvid
& D. Dmitrishyn (2024) studied the transformation of
Ukraine’s banking system due to the impact of digital bank-
ing. The authors found that digital banks not only increase
the availability of financial services, but also stimulate oth-
er banks to innovate, which contributes to the development
of market competition. K. Kraus et al. (2021) researched the
success of Monobank as an example of the effective inte-
gration of digital technologies into the Ukrainian banking
sector. Thanks to its mobile approach and continuous in-
novation, Monobank has managed to significantly improve
the user experience and reduce operating costs, H. Arslani-
an & F. Fischer (2019) expanded the understanding of the
impact of FinTech, Al, and cryptocurrencies on traditional
banking models and demonstrated how these technolo-
gies accelerate automation and increase the efficiency of
financial transactions. At the same time, the researchers
described the regulatory and security challenges that arise
in the process of technology adoption.

The reviewed studies on the use of Al in project man-
agement have revealed important aspects of the introduc-
tion of innovative technologies to improve project man-
agement efficiency and minimise risks. E. Vyhmeister &
G.G. Castane (2024) developed a risk management system
based on trust in Al systems and the ethical and responsi-
ble aspects of its implementation. The authors emphasised
the importance of integrating Al into project management
processes, taking into account the new requirements of In-
dustry 5.0, which can contribute to safer and more efficient
project management.

The issues of Al for improving risk management in
financial and production systems have been addressed in
the works by G. Baryannis et al. (2019), H. Zhou et al. (2019)
and G. Piao & B. Xiao (2022). The use of IoT technologies
in combination with big data and neural networks for fi-
nancial risk management was investigated by H. Zhou et
al. (2019). The researchers found that the use of particle
swarm optimisation and neural networks allows for more
accurate processing of large amounts of data and a quick-
er response to changing market conditions. Research
by G. Piao & B. Xiao (2022) complemented this topic by
confirming the effectiveness of identifying behavioural
patterns of customers and investors by integrating be-
havioural financial theory with neural networks to more
accurately predict risks in commercial banks. G. Bary-
annis et al. (2019) reviewed the ways in which Al can be
applied to supply chain risk management and found that
traditional risk management methods are not always ef-
fective in the context of globalisation and the complexity
of modern supply chains.

The reviewed studies pointed to insufficient research
on the behavioural aspects of Al in risk management, ethi-
cal issues in the use of Al, and the lack of research covering
the comprehensive impact of Al on various areas of risk
management. The purpose of this study was to analyse the
effectiveness of Al in risk management in financial pro-
jects. To achieve this goal, the following objectives were
set: to study global trends in the use of AI; to analyse risk
management practices and identify key challenges to the
implementation of Al by financial institutions; to provide
recommendations for the implementation of Al in risk
management processes.
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e MATERIALS AND METHODS
The statistical data and current trends in the use of
Al in risk management were considered (Sizing the
prize..., 2017; Agarwal et al., 2021; Governing Al respon-
sibly, 2022; Calvery, 2024; IBM cost..., 2024). The reports
considered the areas of application and weaknesses of the
following technologies: automation of risk identification,
risk analysis, monitoring and early detection of risks, de-
cision support, automation of routine tasks, cybersecurity,
and information risk management. The next step was to
study the areas of Al application in banks. To analyse how
financial institutions use Al for risk management, available
information was collected from open sources, including ac-
ademic sources, publications in specialised organisations,
and other documents. The study of credit scoring analysed
the machine learning methods and algorithms used to as-
sess creditworthiness, as well as the factors that influence
the speed and accuracy of credit decision-making. The pro-
cess of collecting and analysing customer data considered
included financial history, demographic and behavioural
data, and other variables used to train machine learning
models. To study the fraud detection process and assess
its effectiveness, the algorithms used to analyse real-time
transactions and detect suspicious activity were reviewed.
Procedures for using anomaly and suspicious behaviour de-
tection algorithms to prevent fraudulent transactions were
considered, and the way to integrate these solutions into
the overall banking cybersecurity strategy was analysed.
The data collected allowed analysing in detail the pro-
cess of integrating Al-based threat detection systems and
their role in ensuring the information security of banks.
The study also looked at compliance processes: anti-money
laundering and countering the financing of terrorism. This
stage of the study analysed how Al is used to automate the
process of detecting suspicious transactions and to comply
with regulatory requirements. Data was collected on how
algorithms analyse customer transactions and identify ab-
normalities that may indicate a possible financial crime.
The analysis process included consideration of the use of
Al in the “know your customer” procedure and its role in
reducing operational risks. The information was processed
using the synthesis method, which allowed to formulate
recommendations for the successful implementation of Al
in risk management, as well as outline the prospects for
using Al in business processes.

e RESULTS

Theoretical foundations of Al impact on risk manage-
ment of financial institutions’ operational activities
In the business environment of the early 2020s, Al has be-
come an integral element of risk management strategies.
Organisations of various sizes and industries are actively
implementing Al technologies to improve the efficiency
of risk identification, analysis and monitoring, driven by
the growing complexity of risk factors, the speed of mar-
ket changes and the need to process large amounts of data.
Global trends in the implementation of Al in risk manage-
ment cover several key areas. The use of machine learning
to predict financial risks is becoming a standard practice
in financial institutions. Algorithms are used to analyse
data, identify patterns, and predict possible scenarios, al-
lowing companies to proactively manage financial threats.
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In addition, natural language processing is used to analyse
unstructured data such as reports, news and social media.
This practice helps to identify potential risks related to a
company’s reputation, changes in the regulatory envi-
ronment, or market trends; textual data analysis provides
a more complete picture of the risk landscape and allows
for informed decision-making. In cybersecurity, Al plays a
critical role in detecting and preventing cyber threats: deep
learning algorithms are used to analyse network traffic and
user behaviour in real time, identifying anomalies and po-
tential attacks. This is especially important as the number
and complexity of cyber threats increase, requiring a quick
and effective response.

Statistical data from a survey conducted by A. Agarw-
al et al. (2021) have shown that more than 50% of com-
panies already use AI in business processes, including
risk management, which increases forecasting accuracy
by 10-15% and reduces costs by 5-10%. According to PwC,
the use of Al is expected to increase global gross domes-
tic product by up to 14% by 2030, with the financial ser-
vices sector becoming one of the most profitable (Sizing
the prize..., 2017). Gartner predict that by 2025, 45% of
all organisations will be subject to cyberattacks (Gartner
identifies..., 2022), and according to IBM, companies that
implement Al for security can reduce the time to detect cy-
ber threats by 108 days compared to those that do not use
these technologies (IBM cost..., 2024). In addition, organi-
sations that use Al and automation save an average of USD
1.76 million per incident, which demonstrates the poten-
tial of technology to reduce operational risks. At the same
time, according to KPMG, 61% of executives do not trust Al
systems, which may slow down their adoption (Governing
Al responsibly, 2022).

These trends have shown that AI is becoming a key
tool in risk management, enabling organisations to more
accurately predict, effectively respond to, and strategically
plan actions in the face of uncertainty. Al has significantly
changed approaches to risk management, affecting vari-
ous aspects of the process; it has automated risk identi-
fication and assessment processes that were traditionally
labour-intensive and dependent on subjective assessments
by specialists. With the help of machine learning and big
data analytics, organisations can process large amounts of
information from various sources, including financial indi-

cators, market trends and internal operational data, which
helps to identify potential risks at an early stage and pro-
vides more informed assessments of their impact.

Al has enabled organisations to conduct deeper and
more accurate risk analysis: deep learning algorithms and
neural networks are able to identify complex patterns and
relationships between different risk factors that may not be
available to traditional analysis methods. Technology has
made it possible to predict the likelihood of risks and their
potential impact with high accuracy, which is critical for
strategic planning and informed decision-making. Al tech-
nologies have enabled continuous monitoring of internal
and external factors affecting an organisation’s risks. Re-
al-time systems are able to quickly detect deviations from
normal behaviour or anomalies in processes, which is espe-
cially important in areas where risks can progress rapidly
(e.g., financial markets or cybersecurity). Early detection of
risks allows organisations to respond in a timely manner
and minimise potential negative consequences.

In addition, Al can act as a decision support tool, pro-
viding managers with access to up-to-date and detailed
information. AI-powered analytics systems can model dif-
ferent scenarios, assess potential outcomes, and suggest
optimal response strategies to help allocate resources ef-
ficiently and maximise the effectiveness of investments.
Al can automate many routine and repetitive risk manage-
ment tasks, including updating risk registers, generating
regular reports, monitoring compliance, and other admin-
istrative processes. Automating these tasks can reduce the
likelihood of human error, increase efficiency, and allow
staff to focus on more strategic aspects of risk manage-
ment.

In the digital world, cybersecurity has become one of
the key areas of risk management, and Al plays a crucial
role in detecting and preventing cyber threats. Machine
learning algorithms are aimed at analysing network traffic,
user behaviour, and system logs to detect anomalies that
may indicate unauthorised access attempts or cyberat-
tacks. The use of Al in cybersecurity allows organisations
to proactively respond to threats, reducing the risk of data
breaches and financial losses. At the same time, it should
be borne in mind that the introduction of Al can create
problems that require additional attention to identify and
resolve (Table 1).

Table 1. Areas of Al application and potential weaknesses

application

Big data analysis: Al processes large amounts of
structured and unstructured data to identify potential
risks.

Automation of risk
identification

Data quality: It is necessary to ensure that the data is
accurate, complete, and up-to-date.
Confidentiality: Compliance with regulations on the

Machine learning: Algorithms are trained on historical
data to predict possible future risks.

protection of personal information.

Risk analysis

Predictive analytics: Modelling development scenarios
and assessing the likelihood of risks.
Natural language processing: Analysing text
documents to identify potential risks missed by
manual analysis.

Interpretability of models: It is important to
understand how Al models make decisions.
Algorithm biases: Checking models for biases that
may affect the accuracy of the analysis.

Monitoring and early
detection of risks

Real-time monitoring: Continuous tracking of
indicators with alarms in case of deviations.
Sentiment analysis: Tracking team or stakeholder
sentiment through communication platforms.

False alarms: The possibility of an overabundance of
alerts that may be ignored.
False positives: Al systems produce a result with
a percentage of probability, and may provide false
positives or false negatives.
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Table 1, Continued

application

Decision support

Recommendation systems: Suggesting optimal risk
response strategies.
Resource optimisation: Algorithms help in the
allocation of resources to minimise the impact of risks.

Dependence on technology: Avoiding over-reliance on
Al, maintain critical thinking.
Staff training: The team must understand the
principles of Al systems.

Automation of

Robotic process automation (RPA): Automation of

Resistance to change: Effective change management
must be ensured to avoid resistance.

routine tasks

repetitive tasks, such as updating risk registers or

Technical failures: Having backup plans in place in
case of system failures.

predict possible attacks.

generating reports.
Cybersecurity and Anomaly detection: 2etec(tjmg unusual activity on
information risk . hetworks and systems.
Attack prediction: Analysing cyber threat patterns to
management

Updating algorithms: Regularly updating AI models to
keep up with new threats.
Compliance: Compliance with regulatory
requirements for cybersecurity and data protection.

Source: compiled by the author

The integration of Al into risk management contrib-
utes to the efficiency and resilience of organisations. It
provides more accurate and timely analysis, allows for a
better understanding of complex risk environments, and
allows for a greater degree of confidence in responding to
them. However, successful Al adoption requires considera-
tion of technical, ethical and legal aspects, including data
quality, privacy and regulatory compliance.

The use of Al in risk management
in financial organisations
Banks of the 21°t century are actively using mobile appli-
cations to reduce operating costs and provide convenient
access to financial products. Al and machine learning help
to increase the efficiency of operations and improve the
customer experience. Technology also allows for the au-
tomation of risk management processes, especially in the
area of credit scoring, and the use of machine learning al-
gorithms to quickly analyse large amounts of data helps
to reduce credit risks, detect fraudulent transactions and
make informed financial decisions. Banks are focused on
implementing technological innovations to improve the
convenience and security of customer service. Among the
most common Al tools are systems for analysing customer
behavioural data, which allow for quick adaptation of prod-
ucts to the needs of users, and automated support services
that provide advice and answers to customer questions in
real time. Studies show that the use of such technologies
has become a standard among leading financial institutions
seeking to ensure the accuracy of assessments and efficien-
cy of operations (Dunas & Bilokrynytska, 2019; Yanenko-
vaetal.,2021; Grabovets & Temelkov, 2024). As Al becomes
an integral part of the banking sector, further development
and implementation of innovative solutions aimed at im-
proving the efficiency of financial services is expected.
The introduction of machine learning algorithms has
significantly improved the speed and accuracy of credit de-
cision-making: customers can receive a loan decision with-
in a short time after applying through a mobile application,
and the use of Al has improved the quality of the loan port-
folio and reduced credit risks (Agarwal et al., 2021; Edunjo-
bi & Odejide, 2024). In other words, the use of Al in credit
scoring and credit risk assessment has enabled financial
institutions to increase process efficiency, reduce the risk
of loan default, and improve customer service, which has a
positive impact on the bank’s financial stability.
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Systems that use algorithms to detect anomalies and
suspicious behaviour analyse customer transaction pat-
terns, taking into account parameters such as transaction
amounts, transaction frequency, geolocation and previous
transaction history. When deviations from normal be-
haviour are detected, the system automatically generates
alerts for further verification. The anomaly detection algo-
rithms are based on machine learning techniques, includ-
ing clustering models and deep neural networks. They are
able to detect complex fraud schemes that may be invisi-
ble to traditional systems. For example, if a transaction is
made from an unusual location for the customer or there is
unusual activity at night, the system can temporarily block
the transaction and send a confirmation request to the cus-
tomer (Ali et al., 2022).

As financial organisations such as JP Morgan and
Gartner actively use Al to monitor transactions in real time
to detect fraud and ensure cybersecurity, the technology al-
lows them to analyse large amounts of transactional data,
identify anomalies in user behaviour and respond quick-
ly to potential threats (Gartner identifies..., 2022; How
Al..., 2023). Al-based systems are constantly learning from
new data, which helps to quickly identify fraudulent trans-
actions, such as phishing, identity theft, or attempts to use
stolen card data. This significantly increases the effective-
ness of protection and reduces the risk of financial losses
from cyber threats, which is also confirmed by many sourc-
es analysing current trends in the financial sector (Aschi et
al., 2022; Afriyie et al., 2023; Al-hchaimi et al., 2024). Fraud
prevention measures include multifactor authentication
and the use of biometrics to verify the customer’s identity
and a behavioural biometrics system that analyses unique
patterns of customer interaction with a mobile applica-
tion, such as typing speed and mouse movements. This is
known to further increase the level of economic security at
the micro level and reduce the risk of unauthorised access
(Koba, 2021).

The results of the introduction of Al in cybersecurity
are also positive: AI’s rapid response to potential threats
minimises operational risks and losses for banks, and its use
in cybersecurity helps to comply with regulatory require-
ments for data protection and prevent money laundering.
The introduction of Al for fraud detection and cybersecu-
rity can increase the effectiveness of financial transaction
protection, reduce the number of fraudulent transactions,
and improve customer security, which has had a positive
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impact on the reputation and financial stability of banks
(Managing artificial..., 2024).

Financial institutions are actively using AI to ana-
lyse customer behaviour in order to provide personalised
services and effectively manage customer risks. Machine
learning algorithms analyse customer transaction history,
financial activity, and other relevant data, allowing banks
to create detailed customer profiles, identify their financial
needs, and anticipate potential risks. Based on the collect-
ed data, they generate individual offers and recommenda-
tions that meet the unique needs of each client. For ex-
ample, a bank may offer special loan products, favourable
deposit terms or personalised loyalty programmes. Such
an approach is known to increase customer satisfaction
and strengthen long-term relationships with the bank
(Jaiwant, 2022; Gigante & Zago, 2022). Credit limits are
managed based on the client’s risk profile generated by Al
By analysing payment discipline, income, and other finan-
cial indicators, banks can dynamically adjust credit limits,
which helps reduce the risk of default and ensure more re-
sponsible lending.

The use of Al in know-your-customer and anti-money
laundering procedures is gradually being seen as a stand-
ard for modern financial institutions (Ridzuan et al., 2024).
In know-your-customer procedures, financial institutions
use automatic facial recognition and document analysis
technologies to identify customers quickly and accurate-
ly: customers can upload photos of documents and selfies
when registering via a mobile application, and AI checks
the data and authenticity of documents, reducing the risk
of fraud and errors in the verification process.

To combat money laundering, machine learning algo-
rithms can also be used to analyse customer transactions
in real time. Such algorithms identify suspicious behaviour
patterns, atypical amounts or frequency of transactions,
transfers to accounts in high-risk countries, etc. When
anomalies are detected, the system generates alerts for the
compliance department for further investigation. The use
of Al in compliance processes helps to reduce operational
risks, as automation of routine tasks reduces the likelihood
of human error, increases the efficiency of the compli-
ance department and allows employees to focus on more
complex analytical tasks. This helps banks avoid fines and
penalties from regulators, maintain financial stability and
retain customer confidence.

It is important that Al risk management practices are
in line with international standards and recommendations
in the banking sector. Banks should use advanced machine
learning and data analytics technologies in line with the
recommendations of the Basel Committee on Banking Su-
pervision to improve risk management through the use of
modern technologies (Digitalisation of finance, 2024) and
recommendations of scientists (Thach et al., 2021). The
use of Al should be based on ethical principles and com-
pliance with regulatory requirements, in line with industry
best practices. In the area of anti-money laundering and
countering terrorist financing, the use of Al to automate
anti-money laundering and countering terrorist financing
processes should comply with the recommendations of the
Financial Action Task Force and the requirements of the
national bank of the country in which the bank operates,
contributing to the effective detection and prevention of

illegal financial transactions (FATF, 2021).

The use of Al has raised important ethical issues re-
garding the processing and protection of personal data.
Collecting and analysing large amounts of data allows
banks to improve their risk management, but at the same
time requires high standards of confidentiality and ethics.
As banks process significant amounts of their customers’
information, including financial transactions, behaviour-
al patterns and other personal data, this raises concerns
about potential privacy breaches and the possibility of
misuse. Ethical issues also relate to the transparency of Al
algorithms used to make lending and risk management de-
cisions. Lack of clarity on how algorithms make decisions
can lead to discrimination or bias. For example, an algo-
rithm may unknowingly favour certain groups of customers
based on indirect indicators.

Aware of these risks, leading financial institutions are
implementing measures to ensure the ethical use of data,
including regular audits of algorithms for bias, ensuring
transparency of processes, and providing customers with
the opportunity to challenge decisions made by automat-
ed systems (Bias in algorithmic..., 2019). Banks should also
inform customers about what data is collected, how it is
used, and what rights customers have over their data. In
addition, cybersecurity issues are critical, as a data breach
or compromise could have serious consequences for cus-
tomers. Institutions are required to invest in up-to-date
data protection technologies, train staff on how to handle
information securely, and respond to incidents in accord-
ance with industry best practices. Ethical aspects also in-
clude responsibility for decisions made on the basis of Al,
as automated systems should not violate the rights of cus-
tomers, but rather act in their best interests. This requires
a balance between the efficiency of technology and the
ethical obligations of banks to their customers. Banks must
comply not only with national laws but also with interna-
tional standards, such as the Regulation of the European
Parliament and of the Council No. 2016/679 (2016), if they
serve EU customers.

Implementation of Al-based risk management in the
financial sector

The introduction of Al in risk management opens up new
opportunities to improve the efficiency of business pro-
cesses. However, in order to maximise the benefits of these
technologies, organisations need to follow specific strate-
gic guidelines, including effective change management and
optimisation of internal processes (Fig. 1).

Integrating Al into all stages of the risk management
process requires organisations to consider data and data
quality, as AI models require reliable and structured data
to achieve accurate results. By implementing big data sys-
tems in conjunction with Al, financial institutions will be
able to reduce operational risks, detect threats in advance,
and minimise losses. Organisations that use real-time data
significantly increase their ability to respond to potential
threats. Another important aspect is the ongoing devel-
opment and training of staff. As the introduction of Al is
accompanied by significant technological changes, it is
important to create training programmes for employees.
They should not only understand the technological aspects
of Al, but also be able to integrate new tools into their daily
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work. As the introduction of Al often changes the struc-
ture of processes, making them more automated and fast-
er, it is worth paying attention to process management.
Reviewing existing business procedures and optimising

them to take into account new technologies can be done,
for example, by integrating automated risk management
systems into existing banking reporting platforms to facil-
itate decision-making.

4' Recommendations for the successful implementation of Al in risk management ‘
»‘ Strategic planning }—»‘ Define goals and expected results fromthe use of Al ‘
»‘ Stakeholderengagement }—»‘ Ensure support from management and team ‘
»‘ Pilot projects }—»‘ Start with small projects to test the effectiveness of Al ‘
»‘ Staff training }—»‘ Invest in the development of team skills ‘

|

»‘ Evaluation and improvement }—»‘ Continuously analyse results and improve processes and models

Figure 1. Recommendations for the successful implementation of Al in risk management

Source: compiled by the author

Cybersecurity is another area where Al is needed;
machine learning technologies help monitor transactions
and detect anomalies in user behaviour, allowing banks
to identify potentially fraudulent activities in time and
protect themselves from cyberattacks. In this context, the
prospects for the development of threat detection technol-
ogies are becoming one of the key tasks for ensuring the
stability of financial institutions in the future. The pros-
pects for Al implementation also lie in the opportunities to
use the technology not only for risk management, but also
to improve customer experience and develop new prod-
ucts and services. For example, personalised financial of-
fers based on user behaviour analysis will help institutions
better understand customer needs and increase customer
loyalty. In addition, AI can become a tool for building pre-
dictive models that will allow banks to adapt their strategy
to changing market conditions.

e DISCUSSION

The study analysed in detail the impact of AI on risk man-
agement processes, particularly in the financial sector.
It was found that Al is an effective tool for predicting fi-
nancial risks, monitoring transactions in real time, and
automating routine tasks. Thanks to the introduction of
machine learning and anomaly detection algorithms, mod-
ern financial institutions have significantly improved the
quality of credit risk management, fraud detection, and cy-
bersecurity. The personalisation of customer services and
compliance procedures, which are an integral part of effec-
tive risk management using Al, were also discussed.

An analysis of how banks are using Al technologies to
analyse large amounts of structured and unstructured data
has shown that AI allows them to identify potential risks
based on the analysis of financial indicators, market trends
and internal operational data. Automating processes with
AT has significantly improved the accuracy of risk forecast-
ing and simplified data processing, enabling organisations
to respond to risks more quickly and make informed de-
cisions. However, the challenges of this approach include
the need to ensure high data quality and confidentiality.
The study by A.M.A. Musleh Al-Sartawi et al. (2022) also
examined the role of Al in big data processing, but in the
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context of sustainable finance. AI’s assistance in analysing
big data related to environmental, social, and governance
factors can improve environmental risk assessment and
forecasting the sustainability impact of investments.

The study examined the impact of Al-assisted automa-
tion on banking consumers. The use of Al in credit scor-
ing, fraud detection, and customer behaviour analysis has
allowed banks to improve the efficiency of their processes
and provide more accurate risk assessment and personal-
ised services. Consumers have gained faster access to bank-
ing products and greater protection from cyber threats,
which has had a positive impact on their experience and
increased trust in the bank. F. Konigstorfer & S. Thal-
mann (2020) found that AI in commercial banks opens
up new opportunities to study the behavioural aspects of
customers’ financial decisions, meaning that the use of Al
can allow banks to better understand customer needs, offer
more personalised services, and improve service. However,
the issue of using Al to predict customers’ financial behav-
iour remains unresolved.

Innovative technologies, including Al, not only help to
improve the efficiency of financial operations, but can also
provide access to financial services to a wider range of us-
ers. With the help of Al financial institutions can automate
routine processes, reduce costs, and increase the speed of
processing applications for loans and other financial ser-
vices. In addition, AI can better analyse customer behav-
iour and offer personalised solutions, which greatly simpli-
fies access to financial products, especially for customers
who previously faced restrictions due to complexity of pro-
cedures or lack of credit history. These findings are con-
sistent with the study by D. Mhlanga (2020), who discussed
the interaction of AI with the Fourth Industrial Revolution
to address the problems of unequal access to financial ser-
vices. The scientist noted that process automation and
improved customer analysis really help to reduce barriers
for those who previously had limited access to financial re-
sources. The study by S. Ahmed et al. (2022) also confirmed
the effectiveness of Al in the financial sector by systematis-
ing scientific publications on operations’ automation, risk
management, and data analysis, which can contribute to
more informed decision-making in financial institutions.



Savchenko

Al technologies help optimise management decisions,
increase efficiency and minimise risks. The introduction
of Al allows for the automation of routine processes such
as updating registers and generating reports, which can
increase the speed and accuracy of management deci-
sions. Al has also had a significant impact on improving
cybersecurity, as machine learning algorithms help detect
anomalies in systems and prevent cyber threats. Al-based
analytical tools can help predict potential risks, assess the
impact of management decisions on various aspects of or-
ganisations, make informed decisions, and reduce poten-
tial financial losses. Research by H. Pallathadka et al. (2023)
similarly showed that Al automates routine tasks, improves
the quality of decisions, and contributes to more accurate
forecasting of risks and market trends in business, e-com-
merce, and financial services. In the financial sector, Al
helps to optimise risk management processes, as well as
improve the accuracy of financial forecasts and asset man-
agement. L. Cao (2022), in turn, emphasised the challenges
associated with ensuring data quality and transparency of
algorithms, which coincides with the need to comply with
ethical standards in the use of Al in the financial sector.

The study analysed the practices of using Al in vari-
ous financial processes and highlighted their strengths
and weaknesses. The introduction of AI has allowed for the
automation of important business processes, such as risk
management and credit scoring, which has reduced hu-
man error and accelerated decision-making. The strengths
of these practices include AI’s ability to work with large
amounts of data, detect fraudulent transactions quickly,and
improve customer security. At the same time, weaknesses
include the need to ensure the transparency of algorithms,
avoid bias, and comply with regulatory requirements.
These findings are consistent with the study by A. Ashta &
H. Herrmann (2021), which also analysed the impact of Al
on financial processes. The authors identified significant
opportunities for Al to transform banking, investment,
and microfinance, while also highlighting the risks asso-
ciated with cyberattacks, data protection, and regulatory
challenges. The study by J.W. Goodell et al. (2021) further
demonstrated that key research areas are focused on risk
management and forecasting, but there is a need to address
issues of algorithmic interpretation and data protection.

The study analysed the implementation of Al-assisted
process automation, including robotic process automation,
which automates repetitive tasks such as updating risk
registers and generating reports. Machine learning algo-
rithms used to predict risks and analyse large amounts of
data were also discussed. As Al has increased the efficiency
of real-time risk monitoring and enabled the detection of
anomalies in user behaviour, it has facilitated timely re-
sponse to threats. These findings are in line with the study
by H.A. Javaid (2024), in which the author concluded that
Al significantly improves the efficiency of financial servic-
es by reducing costs and increasing the accuracy of deci-
sion-making. Integration of Al allows financial institutions
to adapt their operating models to changing market condi-
tions, ensure flexibility and resilience of business models,
and improve the quality of customer service in a changing
market environment.

Among the main threats and weaknesses in the use
of Al technologies is the quality of the data on which the

algorithms operate. False or incomplete data can lead to er-
roneous decisions and increased risks. Another weakness is
the transparency of Al models - the difficulty in explaining
howan algorithm makes certain decisions can cause concern
among customers and regulators. It also creates potential
legal risks, as unclear decisions can cause distrust and con-
flicts. In their paper, N. Bussmann et al. (2021) confirmed
the above weaknesses and emphasised the need for trans-
parency in machine learning models, especially in the area
of credit risk management. Complex and opaque models
can lead to legal and ethical problems due to a lack of clarity
in the decision-making process. The authors suggested the
introduction of explanatory methods in Al models to in-
crease trust in such systems and improve risk management.
The study revealed the process of how financial in-
stitutions collect and use customer data. This data may
include information on customer behavioural patterns, fi-
nancial transactions, and other personal data to improve
customer service and mitigate risks. Further processing
with AI algorithms allows banks to assess the risk profile
of a customer, dynamically adjust credit limits and offer
personalised products. However, the collection of large
amounts of data also raises ethical questions about privacy
and transparency of decision-making, requiring banks to
ensure high standards of data processing, including com-
pliance with international and national standards. V. Mos-
cato et al. (2021) complemented this data by investigating
different approaches to using machine learning to predict
credit scores. The researchers compared several algorithms
for assessing borrowers’ creditworthiness and found that
the use of different machine learning models allows finan-
cial institutions to choose the most effective approaches
to reduce risks and improve decision-making. The studies
reviewed highlighted the importance and prospects of us-
ing Al to increase the efficiency of financial transactions,
mitigate risks, and improve customer interactions. At the
same time, the need to increase the transparency of Al al-
gorithms and implement ethical principles when working
with large amounts of data remains a common problem.

e CONCLUSIONS

The study demonstrated the significant impact of Al on risk
management in various areas, especially in the financial
sector. The analysis found that Al technologies significant-
ly improve the processes of risk identification, assessment,
and monitoring and help organisations achieve greater
efficiency and resilience in a challenging market environ-
ment. It was found that the implementation of machine
learning algorithms allows banks to predict risks faster
and more accurately, which has a positive impact on man-
agement strategies. Real-time data analytics and machine
learning have made it possible to automate labour-inten-
sive processes, such as credit scoring and fraud detection.
As a result, organisations can identify potential threats
faster, respond to them and minimise potential losses.

Al technologies significantly improve the accuracy of
risk analysis by being able to process large amounts of in-
formation. The use of deep learning and natural language
analysis techniques allows financial institutions to iden-
tify market trends, assess reputational risks, and detect
cyber threats faster. In areas such as cybersecurity, Al has
become a key tool for detecting cyber threats by analysing
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network traffic and user behaviour in real time, as well as
for improving credit risk management and cybersecurity.
Implemented machine learning algorithms have allowed
banks not only to make faster credit decisions, but also to
significantly reduce credit risks. The use of Al helps au-
tomate routine tasks such as updating risk registers and
regulatory reporting. This is especially true for anti-mon-
ey laundering and countering the financing of terrorism.
By integrating Al into these processes, organisations can
perform know-your-customer procedures faster and more
accurately and prevent money laundering and terrorist
financing risks. In addition, Al technologies significantly
increase the ability of decision support systems to model
various scenarios, allowing management to better allocate
resources and improve overall risk management efficien-
cy. In particular, in the area of anti-money laundering and
countering the financing of terrorism, process automation
allows organisations to meet regulatory requirements and
reduce operational risks.

However, the study also identified certain challenges
associated with Al integration, including ensuring data
quality and compliance with legal regulations, especially in

the context of personal data protection. The transparency
of the algorithms used for decision-making remains an im-
portant issue, as they may affect the fairness and accuracy
of risk assessment. For further research, it is recommended
to pay attention to the analysis of specific technological
solutions implemented in financial institutions that are
willing to provide more open data on their functioning.
This will allow obtaining expanded data on the impact
of Al on risk management. In addition, further research
is recommended to focus on ethical issues related to the
use of Al, in particular, transparency of decision-making
and avoidance of algorithmic bias. An in-depth analysis of
these topics will allow for a better understanding of how Al
can not only improve risk management efficiency, but also
expand opportunities for the development of new products
and services in the banking sector.
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The impact of artificial intelligence...

Bn/siB LUTYYHOrO iHTENEKTY Ha yrnpaB/liiHHA pU3UMKaMM
B onepauinHin gisnbHocTi iHaHCOBUX YCTAaHOB

MukuTta CaB4YeHKO
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Awnorairig. MeTtoro po60Ty 6y/10 BUSHAUMTH BILUIMB MITYYHOTO iHTenekTy (IIII) Ha SKicTb yIIpaBaiHChKMX pillleHb Y Iporieci
OIIiHKM Ta MPOTHO3YBaHHS PU3MUKiB. [IJig 11bOTO 6Y/I0 BMKOHAHO aHasi3 posi Il B ympaBiiHHI pu3uKaMu, JOCTiIKEHO
npakTuky BuKopuctaHHs LI B ympaBmiHHI pusukamu. Pe3ynbratut AOCTIIKEHHS MiITBEPIWIN, IO BIIPOBAJKEHHS
III 3HAaYHO MiABUIINYE MBUAKICTD i SKiCTh MPUIHSITTS pillleHb, TTOB’I3aHUX 3 YIIPABIiHHIM pU3MKaMu. By/o BUSBIIEHO,
IO 3a JOMOMOTOI aJITOPUTMIB MAIlMHHOTO HaBYaHHS, SIKi BUKOPUCTOBYIOTb BEJIMKY KiJbKICTb 3MiHHUX [JJIsl aHaTi3y
KPeAUTOCIIPOMOXKHOCTI KITi€HTiB, (iHaHCOBI ycTaHOBU edeKTUBHIlle 3[iliCHIOIOTh KPeAUTHUII CKOPUHT. AJTOPUTMMU
IIO3BOJISTIOTh GaHKaM 3HVKYBAaTH piBeHb AedoiTiB i BOMHOYAC MMOKpAIyBaTH SIKiCTh KPEAVUTHOTO MOPTGEIs, 10 POOUTh
OIiHKM GibIII OGIPYHTOBaHUMM. KpiM TOTrO, TeXHOMOTii MalIMHHOTO HaBUYAHHS BUKOPUCTOBYIOTHCS MJIS OMEpPaTUBHOI
imenTudikamii mimospinux miii a6o aHOMaJbHUX MOfEeil MOBeIiHKM KII€HTIB, 3MEeHIIeHHS KiJbKOCTi MIaxpaichbKux
ormepalliii, migBuIleHHs PiBHS 6e3IeKu KITi€HTIB Ta CKOPOUEHHST BUTPAT Ha BUSIBJIEHHS i1 YCYHEHHS TaKuX 3arpos. IHImm
pes3ynbTaTOM JOC/iIKEHHS CTaJIO ITiATBEPAKEHHS e(peKTUMBHOCTI aBTOMAaTH3allii pyTMHHUX ITPOIIECiB, TAKUX SIK OHOBJIEHHSI
peecTpiB pMU3UKiB Ta reHepyBaHHS 3BiTiB, 1110 I03BOJISIE CYTTEBO 3HU3UTU OTepalliliHi BUTpATU ¥ MPUCKOPUTHU TIPOLeCH
TIPUIHSTTS YOPaBIiHChKUX pillleHb. Baxknuso, mo BuxkopuctanHs I He muine migBUINYye TOUHICTh MPOTHO3YBAHHS
PU3UKIB i IPUITHATTS pillleHb, aje ¥ CIpusi€ MmepcoHati3alii mocayr O7sl KIi€HTIB, [0 MiABUIIYE IXHIO JIOSUIbHICTb Ta
3a/I0BOJIEHICTh. Pa30M i3 BIPOBAIKEHHSM CHUCTEM KOMILIA€HCY, TexHosorii I 3a6e3meuyioTh JOTPUMAaHHS MPAaBOBUX
BMMOT i MiZBUIIYIOTh MPO30PiCcTh ¥ GiHAHCOBMX OMeparlisix, o 3HMKYE MMOBIpHICTh HEBiAIOBIMHOCTI PETYISITOPHUM
HOpMaM Ta MiHiMi3ye BianoBigHi pusuku. OTpuMaHi pesynbTaTy BKa3aay Ha Te, 10 BripoBaykeHHs I ajig ynpaBiiHHS
puU3MKaMy, IOTpebye He JIKIle TEXHOIOTiUHO1 ONTMMi3allii, ae i IMMH60KOTo NeperisaLy eTUUYHMUX CTAaHIAPTiB, TPO30POCTi
aJTOPUTMIB Ta afanTallii peryJsiTOpHUX MexaHi3MiB, 10 B KOMIUIEKCi 326€31MeUnTh SIK MiABUIIeHHS e(DeKTUBHOCTI, TaK i
IIOBipY [I0 TAKUX CUCTEM

KirouoBi coBa: MaumMHHe HaBUaHHS; KPeAMTHMII CKOPVHT; aJTOPUTMM; MPO30PIiCTh MPUIHSITTS pillleHb; 3amobiraHHs
11axpaicTBy
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Abstract. In the context of economic instability and global challenges, effective support for state corporations is a key
element in ensuring the economic security and development of a country. The aim of this study was to analyse the
processes of formulating state policy aimed at supporting state corporations in priority economic sectors and to propose
a comprehensive approach to enhancing this support. Using methods of comparative analysis, descriptive methods,
and statistical analysis, the main problems and barriers hindering the effective functioning of state corporations
were identified. The peculiarities of forming state policy to support state corporations in Ukraine’s strategic sectors
were examined. Current challenges and policy principles were identified. Modern state approaches aim to provide
a comprehensive analysis, backed by the latest scientific research, offering an understanding of effective policy
formulation and implementation. Successful strategies were identified, including the implementation of best corporate
governance practices, stimulating innovation, and ensuring financial stability through the diversification of funding
sources. The results obtained indicate the need for a balanced approach to supporting state corporations, combining
direct financial assistance with regulatory and institutional measures. In cases where state governance mechanisms are
underdeveloped and the risks of state failure are high, the number of state enterprises should be limited. The concept
integrates various components crucial for supporting state corporations, including regulatory mechanisms, financial
incentives, and management structures. The necessity for flexibility and adaptability in policy development was
emphasised, allowing state corporations to effectively respond to changing economic and technological conditions. The
study proposed a comprehensive policy formation model consisting of such interrelated components as the selection
of policy instruments, implementation structures, determination of sectoral priorities, and adaptive management. The
study developed practical tools to enhance the efficiency of state corporations in key economic sectors
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Article’s History: Received: 15.08.2024; Revised: 04.11.2024; Accepted: 17.12.2024

¢ INTRODUCTION

State corporations often emerge as key drivers of econom-
ic growth, technological progress, and national competi-
tiveness. During the era of neoliberal reforms, significant
transformations occurred in the business and economic
spheres. The relaxation of state control, rapid technolog-
ical advancements, and the evolution of investment strat-
egies created a favourable environment for the consolida-
tion of corporate structures. This led to the concentration
of capital and resources in certain economic sectors, alter-
ing the system of economic activity. State corporations in

strategic sectors such as energy, defence, and transport are
crucial for Ukraine’s economic stability and national secu-
rity. These sectors often require substantial investments,
advanced technologies, and effective management meth-
ods. State policy plays a crucial role in providing the neces-
sary support to state corporations, ensuring their effective
contribution to the national economy. However, formulat-
ing effective state policy to support national corporations
is a complex challenge that requires balancing the promo-
tion of innovation with maintaining market efficiency.
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The relevance of this study is underscored by the grow-
ing debate on the optimal role of the state in the economy,
particularly in light of global economic crises and techno-
logical disruptions. Researchers A. Musacchio & S. Laz-
zarini (2018) noted that state-owned enterprises (SOEs)
play a crucial role in economic activities, significantly
increasing market capitalisation worldwide over the past
few decades. The strategic importance of these entities in
sectors such as energy, transport, and advanced technol-
ogies necessitates careful consideration of support mech-
anisms. Key challenges faced by SOEs include ensuring
autonomy from government interference and implement-
ing transparent management methods. Ukrainian scholar
S. Hromov (2024) highlighted the issue of state ownership
policies being subordinated to political goals. Additionally,
S. Hromov (2024) emphasised the low level of transparency
in management and development processes, which reduces
the stability and efficiency of SOEs. To overcome these ob-
stacles, the optimal strategy appears to be the implementa-
tion of a comprehensive system of regulatory mechanisms.
According to researchers L.E. Yeyati & J. Negri (2022), this
system should encompass not only the SOEs themselves
but also actively involve representatives of private busi-
ness and various state institutions.

The role of state corporations in the economy has been
the subject of extensive academic debate. Corporations
are among the largest economic entities in the world, with
their annual turnover exceeding the gross domestic prod-
uct (GDP) of all national states except the largest. Accord-
ing to P. Matuszak & B. Kabacinski (2021), corporations
and their extended value chains are a significant source of
employment. States rely on corporations for tax revenues,
expertise, and economic development. Citizens depend on
corporations for everyday needs such as transportation,
healthcare, and utilities. State enterprises are capable of
optimising the provision of basic services to the popula-
tion at moderate rates. According to scholars R. Andrews et
al. (2020), the process of “corporatisation” (the creation
of state enterprises) has significant and far-reaching im-
plications for governance, the efficiency of public services,
and is an example of systemic or corporate state entrepre-
neurship occurring in large, complex bureaucratic organ-
isations. Researcher R. Migzek (2021) demonstrated that
proper corporate governance ensures a positive contribu-
tion of state enterprises to the efficiency and competitive-
ness of the economy.

Researchers S. Meier et al. (2021) noted that if one of
the causes of an economic crisis is inadequate regulation
of the private sector, state enterprises can become a new
alternative. In the works R. Cardinale et al. (2024), it is em-
phasised that in many countries, some state enterprises
have chosen the path of corporatisation, avoiding privati-
sation. State enterprises become particularly useful in cases
where there are significant market failures and no effective
alternatives to state intervention, such as regulation, tax
mechanisms, subsidies, or contracts with private compa-
nies. Furthermore, state ownership and management can
reduce inefficiencies associated with agency costs, provid-
ed that the risks of state failure are minimal. However, in
cases where state governance mechanisms are underdevel-
oped and the risks of rent-seeking and other state failures
are high, the number of state enterprises should be limited.
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Researchers M.]. Gill & D.J. Gill (2024) have identi-
fied the gradual nature of state mechanisms, which can
significantly influence corporate processes and decisions,
extending beyond state policy or regulations. Scholars
K. Szarzec et al. (2021) emphasised that developing econ-
omies often view state enterprises as potential tools for
accelerating economic growth. Before relying on such an
approach, these countries must prioritise improving their
institutional structures. In the absence of a strong institu-
tional base, they may hinder the overall economic develop-
ment of the country. The role of the state in the corporate
sector is often underestimated. Its influence can be much
broader and deeper than it appears at first glance. State in-
struments for supporting large corporations include pro-
viding financial assistance from the state budget, creating
favourable tax conditions, introducing advantageous cred-
it programs, and restricting competition in certain sectors.
These measures allow state enterprises to operate without
proper process optimisation and efficiency, as they are
protected from the risks of financial insolvency and subse-
quent bankruptcy. Based on the analysis of these areas, the
discussion on the role of state corporations in economic
policy remains relevant and requires further in-depth re-
search. The aim was to study the processes of forming state
policy to support state corporations in strategic economic
sectors and to propose a comprehensive approach to en-
hancing support.

e MATERIALS AND METHODS

Based on the need to evaluate existing state policy and de-
velop an approach to enhancing corporate support, an ap-
propriate methodology was proposed. The study employed
a mixed-methods approach to analyse the comprehensive
formation of state policy regarding the support of state
corporations in strategic economic sectors. The choice of
methods was driven by the necessity to address complex
and multifaceted issues involving various stakeholders
and their interests. In accordance with the methodology,
the content analysis method was applied to regulatory
acts, strategic documents, and analytical reports concern-
ing existing approaches to supporting state corporations
(Draft recovery plan..., 2022; Analytical note..., 2024; Ef-
ficient state-owned..., 2024). The main sources of infor-
mation for the study were data from the State Statistics
Service of Ukraine, the Cabinet of Ministers of Ukraine, the
State Property Fund of Ukraine, and sectoral ministries,
particularly regarding the activities of economic entities
and the structure of the national economy (Report on the
work..., 2023; Efficient state-owned..., 2024; Analytical
report..., 2024). Methods of systematisation and general-
isation, along with a systematic approach, allowed for the
consideration of state corporations as complex systems
operating in interconnection with other elements of the
economy and state governance.

The study included a comparative analysis of various
strategic economic sectors to determine the effectiveness
of existing approaches to supporting state corporations
based on adapted policies (Shemaev et al., 2022; Bond-
arenko, 2023). To develop sectoral approaches within the
framework of the overall state policy for supporting cor-
porations, the typology method was used, which allowed
for the identification of specific needs and approaches for
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sectors such as energy, defence industry, transport, and
others. Quantitative statistical methods were used to an-
alyse the indicators of the economic forms of state corpo-
rations (the number of state enterprises, their distribution
by sectors and governing bodies), their role in strategic sec-
tors, and the effectiveness of state support (Report on the
work..., 2023; Analytical report..., 2024). This allowed for
the identification of key trends and patterns in the sector
of state corporations in Ukraine. The graphical method was
used to visualise the research results (charts illustrating
the structure of state corporate governance and the distri-
bution of state enterprises by types of economic entities).

To develop an integrated model for formulating state
policy to support corporations in strategic sectors, the
modelling method was used. This allowed for the creation
of a schematic representation of the complex policy for-
mation process, considering the interconnections between
different components, identifying key factors in the forma-
tion of state policy to promote innovation and competitive-
ness of state corporations, as well as sectoral approaches,
development stages, flexibility, and adaptability. To devel-
op recommendations for improving state policy to support
corporations, the abstract-logical method was used, which
allowed for the formulation of proposals to enhance finan-
cial stability, management, anti-corruption measures, and
the reform of the regulatory framework. Particular atten-
tion was paid to analysing the impact of martial law on the
activities of state corporations and the formation of state
policy to support them. For this purpose, analytical mate-
rials from the National Council for the Recovery of Ukraine
from the War were used, which allowed for the considera-
tion of specific wartime challenges and needs (Draft recov-
ery plan..., 2022). The comprehensive application of vari-
ous scientific methods and approaches enabled a thorough
analysis of the problem of forming state policy to support
corporations in Ukraine’s strategic economic sectors and
the development of well-founded recommendations for its
improvement.

e RESULTS AND DISCUSSION

State corporations play a crucial role in sectors considered
strategic due to their impact on national security, econom-
ic stability, and public welfare. According to the analysis
by the Research Service of the Verkhovna Rada of Ukraine,
strategic sectors include energy, defence, telecommu-
nications, transport, and several others that are heavily
regulated and receive significant state support (Analyti-
cal note..., 2024). It is asserted that state enterprises are
generally less productive and profitable than private ones.
While some state enterprises serve public policy goals
(providing essential goods and services, addressing social
issues, strategic importance), others operate in sectors that
could be more efficiently served by the private sector (Gig-
ineishvili et al., 2023).

Privatisation, enterprise restructuring, and corpo-
rate governance reforms can increase the output of cer-
tain developing countries by 4-6% in the medium term. A
key aspect is the development of a SOE ownership policy,
which should establish the financial, economic, and social
objectives of the state as a shareholder; the mandates of
each SOE; and the main principles for the state’s exercise
of ownership rights to support public interests. This poli-

cy should determine which state sector enterprises should
remain under state ownership (based on serving strategic
and social goals), be privatised (commercially successful
enterprises), and be restructured or liquidated (non-viable
enterprises). For SOEs that will remain under state owner-
ship, approaches to improving their financial performance
can be proposed: ensuring the financial sustainability of
commercial activities; providing transparent budget sub-
sidies for non-commercial activities; timely publication
of financial and audit reports; and creating a level playing
field for competition between state and private enterprises,
which will contribute to sustainable growth and develop-
ment (Gigineishvili et al., 2023).

State policy pertains to the actions taken by the state
to achieve specific economic and social objectives. In the
context of state corporations, state policy aims to enhance
their efficiency, competitiveness, and contribution to na-
tional development. Effective policy boundaries ensure ad-
equate funding, regulatory support, and governance struc-
tures for corporations. State corporations in Ukraine face
numerous challenges, including financial constraints, un-
profitability, outdated infrastructure, system opacity, and
corruption (Efficient state-owned..., 2024). These issues
hinder their ability to operate effectively and compete with
private and international entities. As of 19.07.2024, the
State Register of Corporate Rights recorded the presence of
452 economic entities (Fig. 1).

B The State Property Fund of Ukraine and its regional offices
m The Cabinet of Ministers of Ukraine
m Ministry of Energy of Ukraine
g State Concern “Ukroboronprom”
g Ministry of Defence of Ukraine
Others

Figure 1. State corporate rights management bodies in
the statutory capitals of business entities, Q1 2024
Source: created by the author based on Analytical report of the
State Property Fund of Ukraine and the state property privatisation

process in the 1st quarter of 2024 (2024)

Management of State Corporate Rights is carried out by
various government bodies, including the Cabinet of Min-
isters of Ukraine (CMU), the State Property Fund of Ukraine
(SPFU), ministries, and other central and local authorities.
Under their supervision are: 320 joint-stock companies
(JSC); 90 limited liability companies (LLC); 22 national
joint-stock companies (NJSC) and a state holding compa-
ny (SHC). It is worth noting that 124 JSCs, established by
ministries, as well as 11 NJSCs and SHCs, registered in the
state Register, are managed exclusively by the respective
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ministries. According to the types of business entities, the
state’s shares are distributed as follows (Fig. 2).

m JSCs established through privatisation
and corporatisation
B Holding Company, State JSC, National JSCompany
M JSCs established with the participation of the SPFU
mLLC
JSCs and LLCs that are registered with other executive
authorities

Figure 2. Number and types of business entities with
state-owned shares in statutory capitals, Q1 2024
Source: created by the author based on Analytical report of the
State Property Fund of Ukraine and the state property privatisation

process in the 1st quarter of 2024 (2024)

By the end of 2023, the State Property Fund of Ukraine
managed 785 state enterprises. The management structure
of these enterprises is distributed as follows: 7 enterprises
under the supervision of regional branches of the SPFU; 6
enterprises designated as key companies; 177 enterpris-
es included in the list of objects designated for privatisa-
tion; 148 enterprises are in the process of termination or
liquidation; 317 enterprises are located in territories cur-
rently not controlled by the Ukrainian authorities (Au-

tonomous Republic of Crimea, conflict zones, occupied
territories) (Report on the work..., 2023). State corpora-
tions in Ukraine’s strategic sectors exhibit mixed perfor-
mance. For instance, the energy sector, dominated by the
NJSC “Naftogaz of Ukraine”, faces challenges related to
pricing, debt, and regulatory uncertainty (Draft recovery
plan..., 2022). Similarly, the defence sector, led by the State
Concern “Ukroboronprom”, struggles with corruption and
inefficiency, affecting its ability to modernise and com-
pete globally (Shemaev et al., 2022; Bondarenko, 2023).

Despite these challenges, state corporations remain an
integral part of Ukraine’s economy, providing essential ser-
vices and employing a significant workforce. However, their
potential is often undermined by systemic issues that re-
quire comprehensive intervention. The authors have out-
lined several common problems faced by state corporations
across various sectors. For example, state corporations
struggle to balance commercial and public interests and
align profit-making goals with broader state policy objec-
tives. Individual state corporations face governance issues
related to political interference, lack of transparency, and
inefficient decision-making processes. A significant por-
tion of state corporations operate under substantial debt,
limiting their ability to invest in modernisation and ex-
pansion. Fiscal constraints of the state further exacerbate
this issue, necessitating innovative financial solutions.
The regulatory framework governing state corporations
in Ukraine contains outdated and inconsistent provisions,
creating uncertainty and inefficiency, hindering their op-
erations and growth. In many cases, state corporations op-
erate under specific regulatory constraints and normative
rules that reduce their flexibility and ability to respond
quickly to market changes. Based on the research issues,
the key factors in developing support policies to promote
innovation and competitiveness of state corporations are
outlined in Table 1.

Table 1. Key factors in shaping state policy to promote innovation and competitiveness of state corporations

Factors

Sectoral approaches

The effectiveness of support policies varies significantly across different strategic sectors. For instance, the
aerospace industry benefits more from long-term research partnerships, while the energy sector requires a
combination of regulatory incentives and direct investments.

The essence of supportive measures

Development stage

Support policies need to be tailored to the development stage of both the corporation and the sector.
Emerging technologies may require more direct support, while developed industries benefit from policies that
promote restructuring and efficiency.

Position in the global
value chain

The position of state corporations in the global value chain influences the type of support needed.
Corporations aiming to move up the value chain require different support compared to those defending
established positions.

Ecosystem Successful support policies often focus on developing entire innovative ecosystems rather than just individual
development corporations.
Flexibility Given the rapid pace of technological change, support policies must be flexible and adaptable. The most
and adaptability successful approaches include mechanisms for regular review and adjustment.

Source: created by the author

The current issues underscore the complexity of de-
veloping effective state policies to support corporations in
strategic sectors. A range of accumulated complex ques-
tions indicates the necessity for an adaptive approach that
balances the numerous goals and interests of stakeholders.
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Based on the analysis, it is possible to propose an integrat-
ed model for the development of state policies to support
corporations in strategic sectors. The integrated model for
the development of these state policies consists of inter-
connected components (Fig. 3).
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Defini.tion of Eva!u?tion of an Sglection and Implemer'ltatif)n Adaptive public
strategic sector —»  individual state instruments —»| andcoordination |» X
o . . - . policy management
and priority setting corporation of public policy structure
Assessment of national Analysis of the Adaptation of support Establishment of Review and
economic priorities activities and instruments to sector duties and adjustment of policy
identification of potential of a state and corporate needs coordination based on performance
strategic sectors corporation combination of mechanisms between indicators inclusion
(security, technological identification of financial and government agencies of feedback loops
sovereignty) evaluation existing problems and regulatory support development of flexibility in
of global competitive opportunities mechanisms public-private models responding to
environment trends evaluation of integration with creation of changing global
management broader economic and monitoring and conditions and
structures and innovation policy evaluation systems technologies
capabilities

Figure 3. Integrated model for formulating public policy to support corporations in strategic sectors

Source: created by the author

The developed model emphasises the importance of
a holistic approach to policy formulation, recognising the
interconnections between various strategic sectors and the
broader economic system. Several factors should be consid-
ered when implementing the model: public policy should
provide state corporations with sufficient operational au-
tonomy while ensuring robust accountability mechanisms;
this balance is crucial for fostering innovation while main-
taining public trust; it is advisable for public policy to focus
on developing broader innovation systems, which may in-
clude supporting research institutions, startup incubators,
and industrial clusters.

In the context of increasing economic globalisation,
support policies must consider the international competitive

environment, which will involve strategies for interna-
tional cooperation, market access, and the development of
skills and capabilities necessary for future competitiveness
(Kruhlov, 2021), including investments in educational and
training programs. Support for state corporations should
align with broader economic, industrial, and innovation
policies to ensure consistency and maximise impact. It is
essential to encourage state corporations to contribute to
addressing key societal issues (social inequality, post-war
reconstruction), aligning their activities with sustainable
development goals. Based on the research results, specif-
ic needs in sectoral approaches within the overall public
policy framework for supporting corporations should be
identified (Fig. 4).

Energy sector

Policy ensures a balance between energy security issues and the transition to sustainable
energy sources, which may include support for research and development in renewable
energy, the development of smart grids, and energy efficiency initiatives.

Defence and
aerospace sectors

Given the critical nature of sectors for national security, policy is formulated based on long-
term strategic planning, continuous investments in research and development, and the
management of dual-use technologies.

Telecommunications
and digital
infrastructure

Support should focus on ensuring technological sovereignty, promoting cybersecurity, and
facilitating the deployment of next-generation technologies such as 5G.

Healthcare and

Policy should aim to balance healthcare goals with commercial viability, possibly through
innovative funding models for drug development and support for personalised medicine

AL AL S S

biotechnology technologies.
I . Support should focus on promoting the implementation of Industry 4.0 technologies,
nnovative . . o . >
production enhancing supply chain resilience, and fostering the development of advanced materials and

processes.

Figure 4. Sectoral approaches within the general public policy framework for supporting corporations

Source: created by the author

An integrated approach to public policy formulation
acknowledges the complex, systemic nature of supporting

state corporations in strategic sectors. Addressing various
aspects, policy can be shaped towards a more effective,
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sustainable, and socially beneficial support strategy, which
should consider several key recommendations: the need to
develop a strategic vision for state corporations, aligning
their goals with national development objectives, sup-
ported by current policies, adequate funding, and proper
governance with a focus on the post-war period; ensuring
the financial sustainability of state corporations requires
innovative financial solutions, including the implemen-
tation of public-private partnerships, attracting foreign
investments, and engaging international financial institu-
tions; improving the public administration system involves
enhancing transparency, accountability, and efficiency,
achievable through the adoption of best international
practices, regular audits, and performance evaluations;
combating corruption is crucial for the success of state
corporations, necessitating a multifaceted approach, in-
cluding strengthening internal controls, promoting trans-
parency, and ensuring legal accountability; reforming the
regulatory framework is essential to create a stable and
predictable environment for state corporations, relying on
updating regulations, simplifying compliance procedures,
and ensuring sectoral consistency.

A comprehensive analysis of public policy formation
for supporting corporations in strategic sectors allows for
several key conclusions. There is no one-size-fits-all ap-
proach to supporting state corporations, as effective public
policy must be tailored to the specific economic, political,
and technological conditions of the country and sector,
considering the state of war in the country. Successful sup-
port policy balances multiple objectives, including eco-
nomic efficiency, technological progress, national security,
and societal benefit. Given the rapid changes in the global
economic environment, it is necessary to employ mecha-
nisms for the regular review and adaptation of public poli-
cy. At the same time, the most effective support strategies
extend beyond individual corporations to develop broader
innovation ecosystems, including research institutions,
supply chains, and human capital development. Effective
support policies should prioritise innovation not only in
terms of technological progress but also in business mod-
els and organisational structures.

The results of the study on the formation of state poli-
cy to support corporations in strategic sectors of Ukraine’s
economy demonstrate the necessity of a comprehensive
and adaptive approach, especially under martial law con-
ditions. Research dedicated to the formation of state policy
to support state corporations pays significant attention to
aspects such as governance, institutional reforms, and eco-
nomic efficiency. The conclusions drawn align with a num-
ber of studies by scholars who have examined similar issues
in various contexts. The analysis conducted in the study re-
vealed that state corporations in Ukraine face issues such
as financial constraints, inefficient management, and cor-
ruption. This is corroborated by the findings of scholars
C. Park (2021), who studied state enterprises in developing
countries (Malaysia, Pakistan, the Philippines, Vietnam,
etc.), and M.C. Sanchez Carreira (2021), who examined
Spanish state enterprises. These scholars have demon-
strated the importance of professional management,
transparency, and accountability in overcoming challeng-
es (corruption, political influence, inadequate disclosure).
Researchers note that corporate governance reforms aimed
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at enhancing transparency and reducing political influence
can significantly improve enterprise efficiency. These con-
clusions fully align with the recommendations provided for
improving the public management system of state corpora-
tions, particularly in the context of Ukraine, where corrup-
tion and political interference are major obstacles to the
development of state corporations, especially under mar-
tial law conditions. The necessity of the integrated model
for forming state policy to support corporations proposed
in the article is confirmed by the approaches in the study by
L. Gan (2023), which examined state enterprises in China.
This work emphasises the need for a balance between au-
tonomy and control, confirming the results regarding the
importance of granting corporations’ sufficient operational
autonomy while maintaining accountability mechanisms
to the state. Regarding the adaptation of policy to the spe-
cifics of different sectors, the results align with the data of
researchers X. Zhao & S. Yu (2024), who analysed state en-
terprises in China and studied strategies in industries with
varying competitiveness. The researchers emphasised the
necessity of a differentiated approach to different sectors,
where each strategic sector requires unique support meth-
ods that consider its characteristics. These results confirm
the author’s recommendations on the importance of devel-
oping specific sectoral strategies in the Ukrainian context.

The results of the conducted study emphasise the
importance of combating corruption, which is support-
ed by the work of scholars R. Anggriani et al. (2023) and
A.Baum et al. (2024). These scholars demonstrated similar
results, identifying corruption as one of the key obstacles
to the efficiency of state corporations. Scholars C. Li et
al. (2020) highlighted the importance of innovative capa-
bilities and collaboration between the state and the private
sector, which aligns with the findings on the necessity of de-
veloping mixed ownership forms and integrating state en-
terprises into broader innovation systems to enhance their
competitiveness and innovative potential. The emphasis
of the study’s conclusions on the importance of aligning
the goals of state corporations with national development
goals is also confirmed by researcher M. Barnes (2019),
whose work points to the necessity of strategic balancing
to maximise public benefit and achieve sustainable devel-
opment goals. It should be noted that most authors focus
on ordinary economic conditions and do not refer to other
additional factors (resource shortages, extremely volatile
external environment, etc.).

At the same time, researchers P. Cheteni et al. (2024)
provided evidence that state enterprises in developing
countries are less efficient compared to private ones, due
to weak management and lack of flexibility. The authors ar-
gue that the most effective solution to improve the produc-
tivity of state enterprises is full or partial privatisation. A
similar view is held by scholars J. Park et al. (2021) in their
study of state enterprises in the Republic of Korea, noting
that as economic growth progresses, the need for state
corporations decreases. This contrasts with the results of
the presented study, which emphasise the significant role
of state support and integrated approaches within public
policy. This result indicates the necessity of implementing
substantial social expenditures and projects and the im-
portance of considering the specific conditions of Ukraine,
where political instability and martial law may limit
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privatisation opportunities. In the work of scholars S. Li &
Y. Wu (2022), the impact of state subsidies on the efficiency
of state enterprises in China was examined. The authors
argue that while state subsidies can partially support the
financial stability of such enterprises, in the long term, they
lead to dependency on state support and reduce efficiency,
which contradicts the conclusions of the article regarding
the necessity of state support for corporations in Ukraine.

Overall, the study complements existing literature
by proposing a comprehensive approach to forming state
policy to support corporations in strategic sectors, with a
particular focus on the Ukrainian context and martial law
conditions. The work underscored the necessity of state
policy capable of quickly adapting to the changing condi-
tions of martial law. In times of instability, privatisation
may be less effective than maintaining state support and
developing innovative ecosystems, which partially contra-
dicts traditional approaches to managing state enterpris-
es but reflects the realities of modern Ukraine. The study
emphasised the need for institutional reforms, a common
feature with other analysed studies. However, unlike some
mentioned, the conducted study considered the context of
martial law, which creates additional challenges and limi-
tations for forming support policies for state corporations
(political instability and shifting priorities; supply chain
disruptions; resource shortages, including human resourc-
es; changing regulatory conditions). The importance of an
adaptive approach to state policy support for state corpora-
tions expands the boundaries of existing academic discus-
sions, offering new perspectives for further research that
will consider crisis and instability conditions.

e CONCLUSIONS

State corporations in Ukraine’s strategic sectors are crucial
for the country’s economic stability and national security,
especially during martial law. However, they face numerous
challenges, including financial constraints, governance is-
sues, and corruption. Formulating effective state policy to
support corporations requires a comprehensive approach
that includes financial support, governance reforms, an-
ti-corruption measures, and updates to regulatory acts.
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dopMyBaHHSA Aep)XXaBHOI NOMITUKK NiATPUMKMU
OepXXaBHUX KOpMopalii y cTpaTeriyHMX rasy3ax eKOHOMIKHU
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AHorTanisg. B yMoBax eKOHOMiUuHOi HecTabGibHOCTI Ta TIOGATbHMX BUKIUKIB edeKTMBHA IMATPUMKA AepsKaBHUX
KOpIiopalliii € KIIOUYOBMUM eJieMeHTOM 3abe3leueHHs] eKOHOMIUHOi 6e31eKu Ta PO3BUTKY KpaiHu. MeTOow JOCTiIsKeHHS
OyJ10 ITpoaHasizyBaTu npoiecy GopMyBaHHS Jep>KaBHOI MOJITUKY, CIIPSIMOBAHOI Ha MiATPUMKY JepkKaBHMUX KOPIIOpalliii
y NIPiOPUTETHMUX CEKTOpPaX eKOHOMIKM, Ta 3aIlIPONIOHYBAT KOMIUIEKCHUIA TiAXia A0 MOCUIEHHST 3a3HAYEHO]1 M ATPUMKA.
BukopuCTOBYI0UM METOAM MOPiBHSUIBHOTO aHasli3y, OMMCOBOTO METOAY Ta CTaTUCTUYHOTO aHasli3y, BU3HAUEHO OCHOBHI
npo6emMu Ta 6ap’epu, 1o 3aBaka0Th eheKTUBHOMY (QYHKITIOHYBAaHHIO IepykaBHMX KOPTIopailiii. PO3IIsSIHYTO 0COGIMBOCTI
dbopmyBaHHS Aep>kaBHOI MOMITUKM MiATPUMKHM JepsKaBHMUX KOPIOpaIlill y cTpaTerivHuX ceKTopax YKpaiHu. BusHaueHo
aKTyaJbHi BUKJIMKY Ta 3acaay monituku. CydyacHi mepskaBHi MigXoay MaloTh HA MeTi 3a6e3meunTy BceGiuHMil aHatis,
MiOKPITUIeHNH OCTaHHIMM HAYKOBMMM [OCTiKEHHSIMM, TPOTIOHYIOUM DPO3yMiHHS edeKTUBHOTO (DOpMy/NIOBaHHS Ta
peanizauii moiTMKM. BusiBieHO yCIIilIHi cTparTerii, 1110 BK/II0YAIOTh BIIPOBAKeHHS HaliKpalMX MPaKTMUK KOPIIOPAaTUBHOIO
YIIpaBJIiHHS, CTUMY/IIOBaHHSI iHHOBaIlili Ta 3a6e3meyeHHs] (piHAHCOBOI CTiKOCTiI 3a paxyHOK AuBepcudikariii mxepesn
¢dinancyBanusi. OTpuMaHi pe3yabTaTH CBiAUaTh MPO HEOOXiAHICTb BMBAXXEHOTO MiAXOMY MO0 MiATPUMKM IepsKaBHUX
KOpIopailiit, moeqHaHHs TpsIMOi GiHaHCOBO1 HOMOMOTM 3 PEryAsITOPHUMY Ta iHCTUTYIIIHUMM 3axofamu. Y BUITAIKaX,
KOJIM MeXaHi3MM Iep>KaBHOTO YIIPABJIiHHS € ¢/1a60 PO3BUHYTUMM, & PU3UKY HECTTPOMOYKHOCTI Iep>KaBy BUCOKI, KiIbKiCTh
IepskaBHUX MiATPUEMCTB Mae OyTu obMexkeHOro. KoHuemiist iHTerpye pi3Hi KOMIIOHEHTH, IO MAlOTh BUpilllaJbHe
3HAUEHHS Ui IMATPUMKM JepsKaBHUX KOPIIOpalliif, BKIIOUAIOUM PEryissiTOpHi MexaHizmMu, (GiHAHCOBI cTMMynu Ta
YIPaBIiHCBKI CTPYKTYypHu. IlinkpecieHo HeOOXigHICTh THYUKOCTI Ta afanTMBHOCTI MPU PO3POOL JepskaBHOI MOMITUKY,
IO AO3BOJUTH epskaBHUM Kopriopailism edeKTMBHO pearyBaTy Ha MiHJIMBI €KOHOMiUHi Ta TeXHOJIOTiuHi ymMOBU. Y
IOCTiIKeHH] 3aITPOTIOHOBAHO KOMITJIEKCHY MOJiesb (hOPMYBaHHS MOTITUKY, 10 CKJIAJAE€ThCS 3 TAKMX B3a€MOIIOB I3aHIX
KOMITOHEHTIB, SIK BMOIp iHCTPYMEHTIB MOMITUKM, CTPYKTYpPU peasisailii, BU3HAUEHHS TaJTy3eBUX TPIOPUTETIB Ta
aIaTnTUBHOTO YNpaBaiHHA. [OCTigKeHHS chOpMyBaJIO MPAKTUYHI iHCTPYMEHTM ISl TiABUINEHHS e(eKTUBHOCTI
JIlepskaBHMX KOPIIOpalliil y KITI0UOBUX Taly3sIX eKOHOMiKM
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Abstract. In the context of digital transformation development, the role of IT companies, which contribute to the creation,
implementation and development of innovative technologies, is growing. However, taking into account that innovation
formation in the economy is a long-term process, it provides for a systematic study, particularly from a historical point
of view, therefore the purpose of this article was to conduct a historical-genetic analysis of the IT sphere and the role
of its intellectual capital in the processes of emergence and development of innovative technologies. A systematic and
comparative analysis was used in the article to conduct a historical-genetic study of the intellectual capital of IT companies
within the framework of the theory of technological structures and the innovation theory of the Austrian-American
economist and historian of economic thought Joseph Schumpeter. The analysis was carried out to trace the emergence of
the IT sphere. In the course of the study, the main achievements of the IT sphere have been analysed, the basic innovations
in the IT sphere within the framework of innovation waves, their role and importance have been described, the role
and influence of intellectual capital in these processes have been analysed. Starting with the fourth innovation wave,
when the first developments in intellectual capital appeared, a parallel historical-genetic analysis of the IT sphere and
intellectual capital has been conducted. The correlation of innovations emergence in the IT sphere with the stages of
Joseph Schumpeter’s innovation waves and the reason for the reduction of their duration has been revealed. It has been
discovered that the implementation of digital transformations and related innovative technologies strongly depends on
the quality of the intellectual capital of the IT sphere, which concentrates intellectual efforts when creating solutions
aimed at accelerating various economic and management processes. The results of the conducted research provide a
more systematic idea of the origin of the intellectual capital of IT companies and its connection with the development of
innovative technologies and digital transformations, which has both theoretical and practical significance
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e INTRODUCTION

The issue of digital transformations and innovative tech-  of business processes and increase their efficiency, as a
nologies in the economy is receiving a lot of attention from  result contributing to increasing the competitiveness of
both the authorities and the business, as digital technolo-  economies and businesses, as well as their development.
gies can stimulate economic growth, accelerate a number It is also worth mentioning that digital transformations
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give access to large volumes of data that can be used to
make more informed decisions. The use of digital technol-
ogies also contributes to increasing transparency, speed
and efficiency of management processes. The introduction
of digital technologies ensures new high-quality levels of
interaction with customers, providing a more customised
approach. Overall, digital transformations are a necessary
prerequisite for a sustainable development and growth of
organisations in the digital economy. However, favourable
conditions must be created for the implementation and
maintenance of all these transformations and the develop-
ment of digital economy.

It concerns the IT sphere, which directly depends on
the possibility of these transformations and their quality,
which was studied by O. Andreichikov (2024). Infrastruc-
ture, science and education, which are engaged in funda-
mental research and provide training for IT specialists, re-
quire support and significant investments. As discovered by
0. Starkova & O. Andreichikov (2024), IT companies largely
depend on their intellectual capital (IC), the core of which
is human capital, characterising IT services as intellectual,
as the main part of their added value is produced by highly
qualified labour. Requirements for candidates at the junior
level position in IT companies around the world support
this idea. Although, there used to be a single basic require-
ment for the first programmers — to pass a logic test — which
is the first requirement for human capital in the IT field.

IC as a factor of development and innovation in 2024
is considered by scientists in various aspects and scopes. In
particular, there are scientific works, which have established
the connection of the intelligence quotient (IQ) of nations
with economic growth, their cause-and-effect nature and
the direct impact of the IQ of nations on the gross domestic
product (GDP) of countries, which was particularly investi-
gated by G. Francis & E.O.W. Kirkegaard (2022). It is worth
paying attention to T. Shestakovska & T. Yarovoi (2020)
work, in which a systematic analysis of IC management ex-
perience at the country level was carried out. At the current
stage of the development of ideas about IC, the study of
IC in terms of creating innovations given the digitalisation
of the world’s economies are of particular scientific and
practical interest. Similar studies were partly carried out by
T. Korytko & I. Bryl (2021), who substantially analysed the
relationship of IC with the effectiveness of creating com-
pany value at the expense of human capital on the example
of the Private Joint-Stock Company “Novokramatorsk Ma-
chine-Building Plant” and conducted a systematic analysis
of IC measurement methods during digitisation. In addition
to this work, the authors can mention a study of the nature
of intellectual entrepreneurship in the conditions of digital
economy, which is thoroughly covered by H. Ostrovska et
al. (2021) and S. Revellino & J. Mouritsen (2023) in their
papers. A few works concentrate on a specific study of IC of
IT companies that have become centres of creation of inno-
vative digital technologies and their suppliers. In particu-
lar, researchers S. Madhavaram et al. (2023) analysed data
from 200 IT companies and concluded that IC contributes
to competitiveness by creating opportunities for software
development and innovation. Scholars P. Shaneeb & M. Su-
mathy (2021), investigating the impact of IC on the perfor-
mance of 88 Indian IT companies, discovered that invest-
ment in staff training and development leads to increased

profitability, while management structure and policies have
a significant impact on return on assets of IT companies.
However, in order to fully ensure the effective man-
agement of IT companies on the basis of sustainable de-
velopment, it was necessary to conduct more in-depth and
fundamental systematic research, which aimed to conduct
substantial, functional and historical analysis. This is the
only way to get a complete and correct idea about the sys-
tem, especially such a complex and poorly formalised one
as IC of IT companies. The lack of scientific papers on a
systematic historical and genetic analysis of IC of IT com-
panies in the context of IT sphere defined the purpose of
writing this article. During the historical and genetic re-
search, the following methods were applied: a chronologi-
cal method for determining the sequence of main innova-
tions emergence in the IT sphere and their correlation with
Schumpeter’s innovation cycles; a comparative-historical
analysis for identifying the impact of the IT sphere on in-
novation waves; a heuristic method for discovering new
facts and establishing new relationships between IC of IT
companies and the emergence of innovative technologies
and digital transformations. Moreover, the methods of sys-
tem analysis, synthesis, scientific abstraction and generali-
sation were also used to combine information from various
sources to create a holistic view of historical events and
processes in the context of IT industry development. It is
also worth mentioning that, given the fact that the first sig-
nificant findings and the emergence of the IT sphere itself
took place at the beginning of the 20t century, historically,
genetic research began from the third innovation wave.

e JOSEPH SCHUMPETER'S
INNOVATION WAVES
Historicism, as a dialectical principle of studying and
evaluating objects and phenomena in their historical de-
velopment, based on principles of a systemic approach,
consists in the study of the past system, the identification
of principles of its development, as well as regularities of
its future behaviour, that is, in forecasting various aspects
of its further functioning, which is part of a systematic
historical research directed outwards. Only such system-
atic research can ensure the acquisition of knowledge
necessary for making right decisions on the improvement
of the system and the development of effective methods
of its management, especially in the context of sustaina-
ble development and taking into account historical fea-
tures of its formation.

In the context of the historical and genetic analysis of
IC of IT companies’ in the process of developing innova-
tive technologies and innovations as such, it is appropriate
to take the theory of technological structures and the in-
novation theory of the Austrian-American economist and
historian of economic thought J. Schumpeter as a basis,
who introduced such concepts as “innovation” and “cre-
ative destruction” based on M. Kondratiev’s works on the
theory of long waves (hereinafter K-waves) with a period
of 50+ 10 years (from 40 to 60 years), and also proved that
the causes of cyclicality in the economy are the processes
of innovation formation (Narkus, 2012). Cyclicality in the
economy was considered by many scientists, who distin-
guished waves with different periods. In particular, the
cycles with a period of 15 to 20 years were discovered by
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the Laureate of the Nobel Prize in Economics S. Kuznets
in 1971, medium-term cycles with a period of 7 to 11 years
were discovered by the president of the French Society of
Social Economy C. Juglar, which were later developed in the
investment theories of crises by the Ukrainian economist
M. Tugan-Baranovsky, and short-term cycles with a period
of 3-4 years were substantiated by the British statistician
J. Kitchin. The latter cycles are particularly interesting giv-
en that in the modern economic theory their mechanism is
associated with a delay in the information flow (temporary
lags), which affects management decision-making, there-
fore, as J. Kimani & M. Kibera (2023) pointed out, they are
also referred to as The Kitchin Inventory Cycle. Moreover,
as E.A. De Groot et al. (2021) argued in their paper, Schum-
peter suggested that the given cycles with different periods
are related and one large K-wave consists of six Juglar cy-
cles, and one Juglar cycle encompasses three Kitchin cycles.

A characteristic feature of each new K-wave is the mass
introduction of epoch-making scientific discoveries and in-
ventions. As soon as there is a chance to make the produc-
tion of brand-new products much cheaper, making them
available to the majority of buyers, these new goods cause
a stir, stimulating mass production and employment. As a
result, the cost and prices of this product decrease, which
increases consumer demand and the feedback mechanism
accelerates the increasing K-wave, leading to a boom. In
other words, innovations and large investments in these
innovations must converge at one point. D. North, the win-
ner of the 1993 Nobel Prize in Economics and one of the

founders of cliometrics (the direction of new economic his-
tory) supports this idea, emphasising that new intellectual
production is directly related to innovative activity, which,
together with investments, is the basis of economic pros-
perity (Telles, 2024).

As 1. Yehorov et al. (2020) pointed out, according to
J. Schumpeter’s innovation theory, each cycle of develop-
ment (long wave) consists of two parts: innovative — the
creation and introduction of new technologies, and imita-
tive — their spread. The innovative part (basic innovations)
is a shorter phase of the creation and introduction of inno-
vative technologies (the increasing stage of the K-wave),
and the imitative part (improving innovations) is a longer
phase of the spread of new technologies (the decreasing
stage of the K-wave). As L. Kovchuga (2021) highlighted,
the German economist G. Mensch added the third part to
them - short-term, caused by so-called pseudo-innova-
tions: minor improvements in goods, technologies, man-
agement methods, etc. J. Schumpeter’s innovation cycles
do not have a clear time frame and depend on the perfec-
tion of the new technology, affecting the time spent in the
complete cycle. Due to this, there is no clear established
view on their duration, as well as their chronological cor-
relation with technological structures among modern sci-
entists. However, L. Hu et al. (2023) provided examples of a
systematic approach to their systematisation and overview
in their work. According to The World Economic Forum, in-
novation waves have the following time limits (Waves of
change..., 2021) (Table 1).

Table 1. Periodisation of waves

First wave 1785-1845 60 years
Second wave 1845-1900 55 years
Third wave 1900-1950 50 years
Fourth wave 1950-1990 40 years
Fifth wave 1990-2020 30 years
Sixth wave 2020-2045 25 years

Source: developed by the authors based on Waves of change: Understanding the driving force of innovation cycles (2021)

Thus, the duration of innovation waves shortens with
each subsequent cycle: in the first wave, the economy
reached its “peak” and “bottom” in 60 years, and in the
fifth wave, where software, the Internet and mobile com-
munication became the most important innovations, these
stages took about 30 years, and subsequent waves may be
even shorter. Such modern researchers as A. Espinosa-Gra-
cia & J. Sanchez-Chdliz (2023) have the similar opinion re-
garding the shortening of the wave duration, who conclud-
ed that the cycles are shortened due to the emergence and
achievements in the field of information technology and
computers. That is, the development of IT technologies
acts as a catalyst and driver for new discoveries and solu-
tions that change traditional business methods and man-
agement approaches. Summing up, it should be mentioned
that the analysis of waves of all types is necessary for
forecasting the prospects of long-term and medium-term
technical and technological development and innovative
transformations in order to choose appropriate strategies
for the development of national economies, economic
sectors and individual economic entities. In the course of
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the study, historical periods of J. Schumpeter’s innovation
waves and related innovative transformations were consid-
ered in the context of the emergence and development of
the IT industry, as well as its contribution to scientific and
technical progress, which creates new opportunities for
economic growth and increased competitiveness.

e JOSEPH SCHUMPETER’S THIRD
INNOVATION WAVE (1900-1950)

Before considering J. Schumpeter’s third innovation wave,
it should be mentioned that historians consider the appear-
ance of the first machine in 1725, which was controlled by a
perforated paper tape and was invented by a Lyon inventor
B. Bouchon, as an early prototype of software. Later in 1804
(during the first wave of innovation, 1785-1845), anoth-
er French inventor, loom adjuster J.M. Jacquard improved
B.Bouchon’s work and for the first time used punched cards
instead of ribbons to create a patterned fabric and invented
a way to automatically control the thread during the opera-
tion of the loom, which was later named the Jacquard loom
in his honour. J.M. Jacquard’s important achievement was
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that his machine used a universal binary code according
to the principle “there is a hole” — “there is no hole”. This
machine was ahead of its time and became a prototype of
the first computer devices. The idea of using punched cards
was adopted by C. Babbage in 1830 for his analytical ma-
chine, which final development was completed by his son
H.P. Babbage, who in 1906 together with Munro’s workshop
built a working model of C. Babbage’s analytical machine
(Schaffer, 2019). The programming profession itself ap-
peared two years before the end of Schumpeter’s first wave
in 1843, when the British mathematician A. Lovelace de-
scribed an algorithm for calculating Bernoulli numbers for
an early version of C. Babbage’s analytical machine, which
was never built during her life. However, A. Lovelace was
later recognised as the world’s first programmer and her
description was recognised as the first program designed
for a computer. Also, it was A. Lovelace who first used the
terms “cycle”, “working cell”, “memory cell” and others
(Story of the Jacquard invention, n.d.).

Consideration of J. Schumpeter’s third innovation
wave can be started with an event that took place 10 years
before its beginning in 1890 and determined the basic in-
novation for the entire wave, namely with the first machine
census of the US population, during which a static tabu-
lator of the founder of modern automatic calculations H.
Hollerith was used to calculate data. As G. Strawn (2023)
pointed out, H. Hollerith’s invention was supplemented
by a high-ranking official from the Census Bureau, J. Bill-
ings, who suggested producing tabulation using punched
cards. It inspired H. Hollerith to start his own business, The
Hollerith Electric Tabulating System, and after a successful
census in 1896, he founded the Tabulation Machine Com-
pany, which became one of four businesses that merged
into Computing Tabulation Recording Corporation (CTR)
in 1911. The new company called CTR existed during 13
years and afterwards in 1924 was renamed Internation-
al Business Machines (IBM) — one of the techno-giants,
which during the Second World War contributed to design-
ing several high-speed electromechanical calculators that
were the forerunners of electronic computers. Moreover,
throughout the 20% century IBM employees developed a
number of innovative technologies, being their pioneers
and some of them even became Nobel laureates (Edgar
F. Codd. The inventor..., n.d.; IBMers, n.d.).

In 1918, the German electrical engineer, Doctor of
Technical Sciences A. Scherbius patented the most com-
plex encryption machine in the history of mankind Enigma
with 159 quintillion different combinations of symbols and
numbers, making a significant contribution to the develop-
ment of cryptography for military and civilian intelligence
(100 years..., 2024). According to Schumpeter’s theory of
innovation, the beginning of the 1920s marks the peak of
the third wave. With the help of tabulators, a prototype of a
local computer network was created in the Kaufmann’s de-
partment store in Pittsburgh during 1932-1933. A system
consisting of 250 terminals connected by telephone lines
with 20 tabulators was created there. Terminals were used
to read data punched in the form of holes on product labels
then these data were processed by tabulators (account-
ing machines) and an invoice was issued for the purchase
(Heide, 2009). In 1936, the outstanding English mathema-
tician and cryptographer A. Turing proposed an abstract

computing device “Turing Machine”, which can be con-
sidered as a model of a general-purpose computer, which
made it possible to formalise the concept of an algorithm
and is still used in many theoretical and practical studies
(Da Silva et al., 2024). With his scientific works, A. Turing
made a generally recognised contribution to the founda-
tions of computer science, as well as to the theory of artifi-
cial intelligence (AI) and cybernetics.

In 1938, the German engineer and one of the pioneers
of computer engineering, K. Zuse, created the first limit-
ed-programmable binary computing machine Z1 at home
with data input, using the keyboard in the decimal num-
bering system in the form of floating-point numbers (Kon-
rad Ernst Otto Zuse, n.d.). In 1939, with the support of the
German Research Institute of Aerodynamics, the improved
Z2 was released, which was already put into operation, and
in 1941 Z3 was released - the first fully functional pro-
gram-controlled and freely programmable computing ma-
chine, which was able to calculate in binary floating-point
code and all features of a modern computer. A little later,
K. Zuse also created Plankalkiil — the world’s first high-lev-
el procedural programming language.

In 1943, the Colossus computer was created at the
Bletchley Park estate (Milton Keynes, England) to decipher
cipher texts of the German Enigma mechanical encryption
machine. During 1943-1945, the US Army Ballistic Research
Laboratory commissioned scientists from the University of
Pennsylvania E.J. Presper and J.W. Mauchly to create the
first universal 30-ton Electronic Numerical Integrator and
Computer, which became the prototype of most modern
Turing-complete computers (ENIAC..., n.d.). In 1944, the
US Navy commissioned IBM to create a 5-ton relay-me-
chanical machine “Mark I” or Automatic Sequence Con-
trolled Calculator (ASCC) — an automatic computer con-
trolled by a program. In 1948, the Manchester Small-Scale
Experimental Machine (SSEM) was also launched - the
world’s first stored-program computer built on the basis
of Von Neumann architecture, created by scientists from
the University of Manchester F.C. Williams, T. Kilburn and
G. Tootill on commission of the British Ministry of Supply,
responsible for military research (including guided nuclear
weapons) (Tindsley, 2023). In 1950, at the end of Schum-
peter’s third innovation wave, the National Physical Lab-
oratory (Great Britain) completed the development of the
Pilot Automatic Computing Engine (ACE) — a small-scale
programmable computer with a stored program based on
the Turing machine model.

Summarising the overview of Schumpeter’s third inno-
vation wave in the context of innovations that took place
in the IT field, it can be said that this period of fundamen-
tal research was possible due to the intelligence of such
scientists as A.M. Turing, J. Presper, J. Mauchly and oth-
ers (ENIAC..., n.d.). The main results of the wave include
the formalisation of the concept of algorithm — one of the
key concepts in informatics and computer sciences, the de-
velopment of the first high-level procedural programming
language, the emergence of working samples of comput-
er technology (basic innovations), which are improved
several times (simulation innovations). All these achieve-
ments significantly accelerate the development of science
and technology. The research results obtained during this
wave, which were financed from public funds through

« Development Management. 2024. Vol. 23, No. 4 « 67



Intellectual capital of IT companies...

various ministries, were not yet widely commercialised and
were mainly used in the public sector in such areas as en-
cryption and cryptography (military and defence industry),
various computing (space, nuclear industries etc).

e JOSEPH SCHUMPETER’S FOURTH
INNOVATION WAVE (1950-1990)
Semiconductors, the growth of the number of electronic
computers, industrial robots and personal computers, as
well as the emergence and development of the global In-
ternet, the prototype of which was the computer network
Advanced Research Projects Agency Network (ARPANET),
created in 1969 in the USA by the US Defence Advanced
Research Projects Agency (DARPA) — are the defining in-
novations during this wave. It should be mentioned that
the beginning of this wave almost exactly coincides with
the beginning of the third industrial revolution (begin-
ning of 1960) or the third post-industrial wave of A. Toffler.
As 1. Petrunenko et al. (2022) pointed out, according to
E. Toffler’s estimates, the third wave should completely
replace the second at the end of 2025. Moreover, during
Toffler’s third wave in the conditions of a post-industrial
society, knowledge and information became the main driv-
ers of economic development and transformed into a new
type of intangible assets — information capital. As a basic
innovation within the framework of Schumpeter’s fourth
innovation wave, software can be singled out, the market
of which as an independent industry began to shape just at
the beginning of this wave and determined the main vector
of development for this period.

The term “software” in 1958, as well as the term “bit”
(binary digit) in 1946, was first used by a mathemati-
cian from Princeton University, a member of the US Na-
tional Academy of Sciences J. Tukey (John Tukey, unsung
man..., 2024). In the same 1958, the term “information
technology” appeared, which was applied by H.]. Leavitt &
T.L. Whisler (1958) in the Harvard Business Review maga-
zine, and IBM natives E. Kubie and J. Sheldon registered the
first private IT company in this market in 1955. Computer
Usage Company, which independently developed software
for modelling oil flow for the California Research Corpora-
tion, became a pioneer in the field of programming servic-
es. Until then, software was developed either by computer
users or by a few commercial computer vendors, such as
IBM, which in the 1950s also developed the high-level pro-
gramming language FORTRAN (n.d.) (FORmula TRANsla-
tor) that was widely used primarily for scientific and engi-
neering calculations, contributing to the creation of a large
number of programs and subroutine libraries written in it.

In 1952, the British computer scientist A. Glennie,
working together with A. Turing, created Autocode, which is
considered the world’s first compiler. The same year, math-
ematician G. Hopper developed the theory of machine-in-
dependent programming languages and the A 0 System
compiler, which translated mathematical code into binary
machine code. Moreover, in the same year FLOW MATIC
was developed under her leadership — the first data pro-
cessing language, using English words instead of numbers
(Barfield, 2021). In 1953, the world’s first computer science
training program appeared in the computer laboratory of the
University of Cambridge (Goddard, 2019) and later in 1962,
the first computer science faculty appeared in the USA at Pur-
due University (Department of computer science..., 2023).
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In 1956, IBM introduced the first hard disk, the IBM
305 RAMAC (n.d.) (Random Access Method of Accounting
and Control), which weighed almost a ton and had 5 MB
of memory. A little later, in 1961, D. Gregg invented the
optical disc and in 1963, D. Engelbart invented the com-
puter mouse (History of IT, 2024). The world’s first fully
automated electronic machine for processing checks and
keeping current accounts, the Electronic Recording Ma-
chine Accounting (ERMA) began its operation in one of the
departments of Bank of America in 1959 (Spicer, 2023). In
1968, IBM in collaboration with Rockwell and Caterpillar
created the Information Management System (IMS) for the
Apollo space program — a hierarchical database (BD) and
information management system that enabled transaction
processing (Introduction to IMS, n.d.). This IBM develop-
ment was a significant improvement after the Integrated
Data Store database management system (DBMS), based on
the data navigation model, which was developed in 1963 by
the American computer scientist and Turing Prize winner
Charles William Bachman, who later also developed a new
version of DBMS with a network model called Integrated
Database Management System (IDMS), which supported
IBM mainframes.

Despite the fact that in the 1970s, a period of stagflation
began in the USA, which was primarily caused by a sharp in-
crease in oil prices, leading to a slowdown in the pace of tech-
nological development and innovation, the IT sector con-
tinued to develop actively. In 1970, IBM employee E. Codd
first described the principles of creating relational databas-
es in the work “Relational Model of Data for Large Shared
Data Banks” (Edgar F. Codd. The inventor..., n.d.). The first
database was developed by a group of students and scien-
tists at The University of California in Berkeley, who created
the INGRES relational database, which used the QUEL que-
ry language. In 1973, IBM started to develop its own rela-
tional database System R, which used the Structured Query
Language (SQL) for the first time, developed by IBM scien-
tists D. Chamberlin and R. Boyce and which still remains the
main language for working with databases (Mucci, 2024).

In 1971, R. Tomlinson developed a program for ex-
changing messages between computers, Send Message
(SNDMSG), which is considered the prototype of e-mail,
D. Noble invented the floppy disk, the Intel company cre-
ated the first commercially available microprocessor Intel
4004 (The history of IT, 2024). In addition, in the same year,
the first computer virus called “Creeper” was created by
B. Thomas. The IT sphere received a more significant shift
in 1981 after the agreement between IBM and Microsoft,
when the era of operating systems for personal computers
and the first software for them began (Miller, 2021). In the
conditions of capitalist relations and increasing globali-
sation, as well as due to the development of the Internet,
it contributed to the formation of the market of personal
gadgets and significantly revived the development of soft-
ware, attracting the attention of businesses and investors.
In this way the IT sphere gradually went beyond state fund-
ing and began a new stage of development. In the same
1981, a new economic course called Reaganomics began in
the USA, the main features of which were the stimulation
of demand, investment and innovation, being the main
prerequisite for the appearance of the K-wave, which in
this case contributed to the development of Schumpeter’s
fifth innovation wave.
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Then in 1985, the NASDAQ-100 index of technolo-
gy companies (NASD Automated Quotations) appears on
the NASDAQ exchange, which was created back in 1971
and was the first in the world to provide automated stock
quotations, allowing investors to trade quickly and trans-
parently electronic securities of 100 technology companies
such as Apple, Microsoft, Intel, Oracle, Cisco Systems and
others, and in 1998 NASDAQ was the first in the world to
provide online trading (NASDAQ, n.d.). The emergence
of the C++ and Objective-C programming languages, the
creation of the Berkeley Internet Name Domain (BIND) -
the first Domain Name System server (DNS server) at the
University of California at Berkeley, where a Unix-like op-
erating system Berkeley Software Distribution (BSD) was
developed, which was used by various commercial startups
in the 1980s, were significant events of the 1980s in the IT
field (The history of BIND, n.d.). In 1985, the first domain
names darpa.mil, darpa.edu, darpa.net, darpa.gov, darpa.
arpa, symbolics.com were registered (Baltes, 2024) and in
1989 the first private commercial Internet provider The
World appeared, which provided access to the global Inter-
net (Who invented the Internet, 2023). During the 1980s,
decision support systems, expert systems and databases
were also actively developing, the widespread use of Al on
personal computers began due to the development of the
method of backward propagation of errors, the direction
of computer games was developing, MS Word (1983) and
Windows 1.0 (1985) appeared, the first notebook from Ap-
ple (1989), and such companies as Microsoft, MicroPro and
Lotus Development already had annual software sales of
tens of millions of US dollars in the 1980s.

Summarising the overview of Schumpeter’s fourth
innovation wave, it can be said that even in unfavourable
conditions and crisis phenomena in the economy, the IT
sphere has proven itself as a powerful factor of innovative
development and a driver of the development of economy
as a whole. The most important challenge of this period
was information and its rapid accumulation, which re-
quired software for its storage and processing, in particular
various databases, the existence of which, in turn, would be
impossible without the appropriate hardware, in particular
hard and laser disks. During this innovation wave, the term
“intellectual capital” was used for the first time. E.A. Adu-
na-Lira (2022) pointed out that it was used in 1969 by the
famous American Keynesian economist and the author
of the theory of technical determinism and convergence
J. Galbraith in his letter to the Polish economist M. Kaleck-
iego, to emphasise workers’ intellectual activity among. It
is worth mentioning that a little earlier in 1962, the Austri-
an-American economist F. Machlup introduced the concept
of “knowledge industry”, meaning five sectors of economy:
education, scientific research and development, means of
communication, information machines and information
services. It was stipulated by the fact that the sphere of ser-
vices, science and education during the fourth innovation
wave gradually began to prevail over industry and agricul-
ture, where scientific knowledge also began to be actively
used, contributing to the formation process of a post-in-
dustrial society. The term “post-industrial society” itself
appeared in 1958 in the works of professor of social scienc-
es at the University of Chicago D. Riesman, and already in
1973 the concept of post-industrial society was most fully

and comprehensively substantiated by the outstanding
American professor of sociology at Harvard University D.
Bell, who thoroughly analysed main trends in changing re-
lations of social production sectors, the formation of ser-
vice economy, the formation of scientific knowledge as an
independent element of production forces, and the concen-
tration of society around the axis of knowledge production.

In particular, after the appearance of the world’s first
computer science program, the training of specialists in
this area began. Since 1966, the number of Computer Sci-
ence graduates with bachelor’s degree in the United States
was steadily increasing until 1986, when it reached 40,000
graduates per year (National Science Board, 2000). For
comparison: in Ukraine, 47,100 applications were submit-
ted for the computer science degree during the admission
campaign in 2021 (Admission campaign..., 2021). Thus,
due to the growth of education prestige, the knowledge
industry gradually gained a new sense, leading to the
emergence of a whole layer of qualified specialists, includ-
ing programmers, managers, intellectual workers, which
contributed to the increase of intellectual potential in the
process of “processing” the biosphere into the noosphere,
the main generator of which, according to V.I. Vernadsky’s
doctrine about the noosphere, is human thought, which is a
part of human capital. Moreover, the overview of the fourth
wave suggested that the number of different IT solutions
increased significantly during this period, which correlates
with the increase in the number of trained specialists in
the field of computer science. This once again proves that
human capital is the core of the IT sphere.

Therefore, when conducting a parallel analysis, it be-
comes evident that the initial phase of the IT sphere devel-
opment (1950 - the appearance of FORTRAN, 1953 — the
first educational program in computer sciences, 1955 — the
first private IT company, etc.) and the emergence of the
terms “post-industrial society” (1958), “knowledge indus-
try” (1962) and “intellectual capital” (1969) have a logi-
cal sequence and a chronological connection. This period
(1950-1970) was the rising stage of the K-wave, during
which the role of intellectual activity, information tech-
nology and computerisation significantly increased in sci-
ence, scientific and technical progress and economy (trade,
banking, railway transport, etc.). This trend attracted at-
tention of such economists as J. Galbraith and F. Machlup,
who initiated the research of IC and intangible assets.

e JOSEPH SCHUMPETER'S FIFTH

INNOVATION WAVE (1990-2020)

The Internet was the basic innovation for this wave: webl
(1991-2005) is a read-only network, web2 (2006-2020) is
a social participation network and the internet economy,
related to it. At the very beginning of the wave in 1991 the
development of the Internet was facilitated by the Hyper-
Text Markup Language (HTML) technology and the first
WorldWideWeb browser (later renamed Nexus), developed
by the British physicist T. Berners Lee from the Swiss re-
search institute Conseil Européen pour la Recherche Nu-
cléaire (CERN), who in 1994 founded the World Wide Web
Consortium (W3C) — the main international organisation
that still develops and implements technological standards
for the Internet (A short history..., n.d.). Also in the 1990s,
a number of programming languages such as Python, PHP,
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Java, JavaScript, AppleScript, Visual Basic, etc. emerged
and in 1997, Wireless Fidelity (Wi-Fi) appeared.

According to the World Bank Group, 40 million people
had access to the Internet in 1995, this number increased
to 400 million in 2000 and it exceeded one billion people in
2005 (Individuals using the Internet..., n.d.). Such spread
of the Internet and PCs attracted the attention of business,
whose owners began to massively create websites for their
companies and transfer their business processes to the In-
ternet in order to promote their services, with subsequent
entry into the NASDAQ stock exchange, where just men-
tioning the word “internet” in the company’s profile would
increase its value by dozens of percent. However, such busi-
ness models were ineffective as the funds that should have
been spent on supporting operational business processes
were spent mainly on marketing campaigns and advertis-
ing on television and in the press. According to the data of
the World Bank Group, the number of registered shares on
American platforms increased to a record 8.09 thousand in
1996 (to compare: in 2019, there were 3.9 thousand, i.e. half
as much) (Listed domestic companies..., n.d.). In addition,
in the 1990s, 2,300 alliances or 44% of all alliances created
during that time in the world, were technological and relat-
ed to such information technologies as computer software
and hardware, telecommunications, industrial automation,
and microelectronics (National Science Board, 2000).

This trend led to the “dotcom crisis” in 2000, studied
by S. Barber (2022). According to Schumpeter’s theory, the
recession started after the peak of the fifth wave and the
NASDAQ index began to drop on the market, losing about
80% of its capitalisation due to the bankruptcies of more
than 800 companies, resulting from the information econ-
omy of Silicon Valley. The main causes of this crisis were
stipulated by excessive investment and speculation around
the internet economy rather than rapidly developing inno-
vative IT technologies. Investors invested in these “tech”
companies with a website, disregarding the fact that they
were mostly unprofitable. M. Meeker’s portfolio from the
Morgan Stanley bank can serve as an example of a risky
investment policy, which included about two hundred in-
ternet companies with a total market value of 450 billion
US dollars, whereas, their total profitability was negative
and amounted to minus 6 billion US dollars at the end of
1999, just before the crisis began (New horizons..., n.d.).
Individuals, lacking knowledge and being influenced by
the aggressive advertising, actively invested about 150 bil-
lion US dollars in this field in 1998, 180 billion in 1999, and
260 billion in 2000, when the collapse had already begun.
Finally, according to analysts’ estimates, 100 million pri-
vate investors lost 5 trillion US dollars in stocks by 2002
(Venture capital..., 2024). To overcome the recession in the
2000s, it took companies such as NASDAQ, Microsoft, Am-
azon and other technology leaders about 15-17 years (that
is, until 2015-2017) to restore results achieved in 2000
before the collapse during the “dotcom crisis”. However,
it should mention that the innovative component of this
Schumpeter’s wave gave rise to the imitative component,
i.e. the basic innovation contributed to the emergence and
improvement of innovations in dozens of industries related
to the internet industry: software, network equipment, in-
ternet search services (1994 Yahoo! search and 1998 Goog-
le), online advertising, Al, semiconductors, cloud services,
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delivery services and many others, still working for the in-
ternet industry.

The beginning of the 2000s was also a period of the
social network boom as a new version of the Internet web2.
The term “social networks” was suggested by the English
sociologist J. Barnes in 1954 and was widely used later in
various fields of science (Bessarab et al., 2021). The first
prototype of a social network was the electronic bulletin
board Computerised Bulletin Board System (CBBS) —a com-
puter program for file transfer and communication via the
early Internet, which was created in four weeks by mem-
bers of the Chicago Area Computer Hobbyists’ Exchange
(CACHE) W. Christensen and R. Suess in 1978 (Metz, 2019).
In 1983, there were already about 800 such boards around
the world. However, social networks began to gain popu-
larity on the Internet in 1995, when a successful American
portal “classmates.com” emerged, aimed at finding former
classmates, army comrades and colleagues. The site quick-
ly gained popularity and dozens of its analogues appeared
soon. However, 2003-2004 are considered the official be-
ginning of the social network boom with LinkedIn, MyS-
pace and Facebook being launched in the USA and the
emergence of video hosting YouTube in 2005. In 2008, the
Bitcoin cryptocurrency protocol appeared, which was cre-
ated by an unknown author or a group of authors under the
name S. Nakamoto (What is bitcoin, n.d.). It gave a start to
the entire industry of cryptocurrencies, which changed the
paradigm of the economy as a whole and contributed to the
development of a new version of the Internet, web3.

Summarising the results of the fifth innovation wave,
it can be said that it was quite a dynamic and productive
wave, during which a fundamental basic innovation was
created — the Internet with a number of related directions
(imitation innovations), which changed the IT sphere itself
and determined its priorities, as well as influenced the gen-
eral landscape of the world economy, even changing value
orientations from physical to immaterial ones, which was
studied by O. Starkova & O. Andreichikov (2024) on the ex-
ample of the Apple company. Owing to the achievements of
the IT sphere during the fifth innovation wave, in particu-
lar due to the main innovation of this wave - the Internet,
the ways of conducting business and economic activity be-
gan to change fundamentally. The Internet has become a
major driver of globalisation, allowing companies to easily
enter international markets and exchange information in
real time. E-commerce has revolutionised retail, enabling
consumers to purchase goods and services from anywhere
in the world. The implementation of information systems
into business processes has led to the automation of many
operations, increased management efficiency and reduced
costs. New business models have also emerged, such as plat-
form economies and financial technologies, which enabled
small and medium-sized enterprises to compete with large
corporations. Information technologies have also contrib-
uted to the development of analytics and big data process-
ing, which has made it possible to make more informed
decisions and forecast market trends with high accuracy.

e JOSEPH SCHUMPETER'S SIXTH
INNOVATION WAVE (2020-2045)
According to the World Economic Forum, such innovative
technologies as Al, blockchain, Internet of Things (IoT)
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and big data have been playing an important role in digi-
tal transformation since the beginning of the 2020s (Waves
of change..., 2021). Although, Al and blockchain with huge
investments can be considered the main basic innovation
for the current sixth innovation wave. In particular, 2020
was crucial for AI, when the ChatGPT was released, devel-
oped by the OpenAl company, which started raising 7 tril-
lion US dollars for the development of this project in 2024
(Hagey & Fitch, 2024). Attention to Al is stipulated by its
capacity to innovate quickly. For example, computer mod-
elling using AI, made it possible to create new antibiotics
(Duboust, 2023) and substitutes for lithium-ion batteries
(Conover, 2024) in a very short time. Such achievements
and digitalisation in general have become possible due to
the development of the IT sphere, which in turn is very de-
pendent on its own IC. According to Attainix Consulting,
a leading company for the study and assessment of IC, at
the beginning of March 2024, Microsoft’s IC was valued at
more than 1.38 trillion US dollars or 46% of the total cap-
italisation of 3 trillion US dollars, Apple’s IC was valued at
more than $1.31 US dollars or 48% of the total capitalisa-
tion of more than 2.7 trillion US dollars, and Nvidia’s IC
was valued at more than 380 billion US dollars or 19% of
the total capitalisation of more than 2 trillion US dollars,
which is stipulated by the fact that IC, in contrast to phys-
ical one, provides for the creation of a much greater added
value (IcTracker valuation..., n.d.).

The given examples suggest that IC is an important
component of modern technological companies and its
application makes it possible to create innovative prod-
ucts with higher added value, for example, software, the
development of which brings significant revenue to both
private IT companies and budgets of many countries in the
form of taxes and investments. In particular, in Ukraine, in
2023, the share of IT in the country’s GDP was 4.9%, the
contribution of the IT industry to the gross added value
made up 5.5 billion US dollars, the volume of export of IT
services amounted to 6.7 billion US dollars (a reduction of
8.4% compared to 2022), and the amount of involved in-
vestments accounted for 111 million US dollars (in 2022 -
631.5 million USD) (Oliinyk, 2024). Moreover, in Ukraine,
21.7% of enterprises have full-time IT specialists and an-
other 14.6% of enterprises engage freelancers to perform
information and communication technology functions (IT
Ukraine Association, 2022). Such indicators are not acci-
dental, given the modernisation and development of enter-
prises and entire industries in the modern world is directly
connected with the development and implementation of
information technologies, as they provide for production
processes automatisation, productivity increase, cost re-
duction and overall improvement of business efficiency.

There are many examples of the implementation of
modern IT solutions developed in Ukraine, which have
changed the approaches and standards of doing business,
as well as affected the life of every Ukrainian: the nation-
wide Diia system, Privat24 and Monobank banking prod-
ucts, services of NOVA companies (before Nova Poshta
rebranding), which has gone beyond providing solely post-
al services and already provides digital financial services
(NovaPay), produces software and web applications (Nova
Digital), engages in e-commerce (Nova Global) and pro-
vides services to other well-known Ukrainian technology

marketplaces such as ROZETKA, OLX, etc. This list can be
enlarged with powerful world-known and popular servic-
es such as Grammarly (an Al service for checking English
spelling), GitLab (a DevOps life cycle web tool), Prometheus
(an online course platform) and many others.

A special attention should be paid to IT-Enterprise
company, Ukrainian innovator in the field of Industry 4.0,
which offers a number of high-tech solutions for industry
and has many successful examples of their implementation
in Ukrainian and foreign markets. In particular, such an ex-
ample is the implementation of digital twins for Kharkiv
manufacturer of air and space aircraft JSC FED, which im-
plemented the Advanced Planning and Scheduling (APS) —
Smart.Factory solution, designed to calculate the optimal
location of production facilities to maximise production
productivity (Shchehlov & Morozova, 2022). The services
of IT companies are already actively used in the agricultural
sector, where 10% of Ukrainian farmers already implement
IT technologies in their work, using Al, IoT, drones, GPS
technologies, geographic information systems, analytical
systems for yield assessment and variable rationing, remote
earth sensing and others (IT Ukraine Association, 2022).

Understanding the importance of human capital, IT
companies actively create their own training centres and fi-
nance educational projects. In particular, during the annual
conference on IT education “Synergy. IT Business & IT Edu-
cation” in December 2023 with the participation of Ukrain-
ian leading IT companies and high-ranking government of-
ficials, it was put forward that education is the first global
direction that will have a long-term impact on the country’s
development, and innovations and development of the lat-
est technologies is impossible without the development of
science (Synergy of education..., 2023). That is, investing
in the development of IC of the IT industry leads, in fact, to
an increase in profit (self-growth) of capital as such, sug-
gesting that IC has the function of capital self-growth. The
above mentioned proves that IC is a very important type of
capital for IT companies and its management is a priority
task, since IC is now perceived as a certain internal force
of modern business, which supports the necessary level of
competences and gives impetus to innovation. In turn, ac-
cording to CoinMarketCap, in March 2024 the crypto-econ-
omy based on blockchain technologies had a total capitali-
sation of about 2.4 trillion US dollars and the capitalisation
of Al-related tokens had a growing trend (Top Al..., n.d.).

There are also many similar examples of developments
in this direction in Ukraine (Results of digital..., 2024). In
particular, the National Bank of Ukraine will have conduct-
ed an open testing of the e-hryvnia blockchain by the end
of 2024, encouraging everyone to participate (Interview
of Andriy Poddyerogin..., 2024). The Draft Law of Ukraine
No. 10225-1 (2023) aimed at creating favourable conditions
for the web3 sector in Ukraine was included in the agenda
of the Verkhovna Rada of Ukraine on February 6, 2024. Kit-
soft company as a part of the Public Union “Virtual Assets
of Ukraine” acted as a technical partner and developed a
prototype of a new generation real estate and land registry
based on web3 technologies, which was presented to the
Ministry of Digital Transformation of Ukraine on January
19, 2024 (Kitsoft developed..., 2024).

In addition, the Government of Ukraine has already de-
veloped and adopted a number of strategies and programs
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aimed at stimulating the development of digital economy.
The development of electronic government is one of the key
directions of digital transformation in Ukraine. It provides
for transferring public services to the online mode, which
makes them more available and convenient for citizens, as
the example of the nationwide digital system Diia suggests.
In particular, the Ministry of Digital Affairs together with
the Swiss Agency for Development and Cooperation (SDC)
held an event dedicated to the development of digital
Ukraine in Ukraine House Davos on January 17, 2024. The
domestic experience of the digital state development was
presented there, in particular: the WIN-WIN innovation
development strategy (Diia, Mriya..., 2024) on the creation
of benefits for all involved parties. Also, electronic iden-
tification and electronic signature technology has already
been widely introduced, the “paperless” operation of the
state is being implemented, the penetration rates of basic
electronic services and industry digital transformation are
increasing. Significant work was also carried out in the di-
rection of digital education, within which the innovative
educational application “Dream” was presented on Febru-
ary 16, 2024 (Scaling educational opportunities..., 2024).

Taking into account the above mentioned, it can be
argued that the IT sphere plays a primary role in Schum-
peter’s innovation waves, concentrating intellectual ef-
forts upon creating solutions aimed at accelerating vari-
ous economic processes for various industries. The study
suggests that the more the IT sphere develops and the
more IT solutions appear in it, the shorter Schumpeter’s
innovation waves become. Moreover, it is difficult to im-
agine the innovative economy and digital transformations
without computers, the Internet, mobile banking, e-mail,
various messengers, databases, etc., which resulted from
the IT sphere that put an end to paper-based calculations
and records. In the course of the study, it was also discov-
ered that when imposing the stages of IT development on
J. Schumpeter’s innovation waves, one can see a correla-
tion with the genesis of the innovation cycle as a process
of transferring innovations into the field of application,
namely: J. Schumpeter’s first innovation wave — innova-
tion or invention (application of perforated paper tapes
for automating the Bouchon machine and punched cards
for the Jacquard machine); the second innovation wave —
innovation or a developed invention (C. Babbage’s early
analytical machine and A. Lovelace’s first program before
it); the third innovation wave — innovation (appearance of
ENIAC and serial computers); the fourth innovation wave —
assimilation (software development); the fifth innovation
wave — diffusion or distribution (development of the In-
ternet); the sixth innovation wave — routinisation or sta-
ble implementation of innovations (wide introduction of
IT technologies, based on Al and blockchain in all spheres
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e CONCLUSIONS
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Abstract. Public debt is a vital tool that governments use to finance public spending, especially in situations where it is
challenging to raise taxes and cut spending. Nigeria is currently bedevilled with high debt servicing amounting to $1.12
billion by the end of quarter one of 2024. This study investigated the effect of government debt on economic growth
in Nigeria. The study employed auto regressive distributed lag model to analyse the secondary data that was obtained
from statistical bulletin of Central Bank of Nigeria from 1992 to 2023 and World Development Indicator. The study
revealed that there is an existence of significant but negative relationship between domestic debt and economic growth
on the long run with a coefficient value of —0.008394 and at 5% level of significance. There also exist a significant and
positive impact of foreign debt on economic growth in long run with value of coefficient of 0.360653 and at 5% level
of significance. Debt servicing was reported to have negative relationship with economic growth in Nigeria with value
of coefficient of -0.120965 and at 1% level of significance. The study also reported a bi-directional effect of domestic
debt on growth of economy in Nigeria while a unidirectional causality was reported between economic growth and debt
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servicing. The study concluded that public debt has significant impact on the growth of economy in Nigeria. Government
of Nigeria should make effort in reducing the debt-revenue ratio by paying some affordable debt as soon as possible and
seeks for ways of enjoying debt forgiveness by multinational banks. The study recommends that Nigerian government
should make more use of external debt than domestic debt because of the low interest of external debt to domestic debt

which will help in reducing the debt burden

Keywords: government debt; growth rate of gross domestic product; exchange rate; auto regressive distributed lag model;

statistical significance

¢ INTRODUCTION

Achieving economic growth is an issue across countries of
the world especially countries with low capital formation
thereby making government of this struggling nations to
source for debts in order to embark on infrastructural devel-
opment. According to International Monetary Fund (2024),
government debt in Nigeria has risen significantly in recent
decades, raising worries about its sustainability and possi-
ble effect on growth of the economy. This rapid debt accu-
mulation is partly due to a combination of factors, includ-
ing shortfalls in government revenue collection, increased
funding of infrastructure and societal programs, and the
need to respond to economic shocks like the COVID-19 pan-
demic (Onafowora & Owoye, 2019). As noted by S.C. Ala-
goa et al. (2023), challenge that many developing nations
have been confronting from the onset of 21 century is the
pace of national debt. Thus, if public debt is not managed
effectively, rising national debt levels can be detrimental to
economic growth worldwide (Ogbonna, 2019). Every level
of government will be willing to evade on its debt to insti-
tutions like International Monetary Fund, along other en-
tities like the World Bank and regional development banks.
However, these institutions are empowered by the inter-
national community to prevent such defaults. As noted by
I. Ajayi & D.Edewusi (2020), these institutions are equipped
to monitor countries and intervene in financial matters to
prevent defaults and maintain stability in global finance.

On the other hand, the nation would cover the debt if
state or local governments defaulted on their obligations.
According to A.A. Rafindadi & A. Musa (2019), public debt
may be divided into two categories: short-term debt, which
is intended to be paid off in one or two years, and long-
term debt, which is projected to persist for a longer length
of time. A. Yusuf & S. Mohd (2021) asserted that a coun-
try’s economy will greatly impact when employing aggres-
sively domestic borrowing, for the fact local interest rates
are greater than international ones, paying off domestic
debt accounts for sizeable portion of revenue of the gov-
ernment. When the amount of outstanding debt rises, the
cost of borrowing domestically and can also grow rapid-
ly, particularly in undeveloped financial sector. S.C. Ala-
goa et al. (2023) opined that lower investment eventually
results in lower output levels and a smaller steady-state
capital stock. Thus, a longer period of debt would result in
poorer overall output, which would then lead to decreased
spending and worse economic wellbeing. A. Dombi &
I. Dedék (2018) opined that the burden of public debt is an-
other name for this, which decreases with each generation
and leaves behind a lower total stock of capital.

Despite massive endowed resources and possible
ability of attaining economic growth, the country has
faced challenges in achieving consistent and inclusive
growth patterns. Factors such as debt servicing costs, debt

management strategies, and revenue mobilisation efforts
have implications for key indicators of economy like that
of gross domestic product (GDP), employment, and income
distribution. Concerns have been expressed over the like-
ly impacts of Nigerian growing public debt on the nation’s
growth (Adebiyi & Musliudeen, 2023), and also concerns
about the capacity of government to set off its debt and
the sustainability of its finances have been raised by the
mounting debt load. According to A. O’Neill (2023), the na-
tional budget’s heavy reliance on debt payment places fur-
ther pressure on government coffers and restricts financing
for vital areas like social services and infrastructure devel-
opment. Moreover, the volatility of global financial markets
and variations in oil prices, a significant source of govern-
ment income, heighten the dangers associated with large
levels of debt, potentially destabilising Nigeria economy.

Several studies, such as G.O. Ugwuanyi et al. (2021)
argued a positive impact existed between public debt
and growth of the economy especially the impact of for-
eign debt to growth of the economy. K.O. Onyele &
E.O. Nwadike (2021) reported significant but negative
correlation existed between public debt and growth of
the economy. Furthermore, the previous studies concen-
trated on external debts on growth of the economy while
neglecting domestic debt on growth of the economy. The
previous studies also neglected debt servicing and growth
rate of economy in Nigeria. Hence, their works on debt bur-
den variables could be difficult not to be biased which was
caused from these ignored variables and therefore, reliance
on these works should be carefully done. Moreso, the pre-
vious studies neglected the direction of Granger causality
that existed between debt burden and growth rate of econ-
omy in Nigeria. Therefore, the purpose of this study was to
examine how domestic debt, foreign debt and debt servic-
ing will impact economic growth in Nigeria.

e MATERIALS AND METHODS

This study adopted ex post facto research design which is
appropriate because it analyse fact before the commence-
ment of the study. The study utilised secondary data which
was sourced from the Central Bank of Nigeria Annual Sta-
tistical Bulletin (n.d.) ranging over 1992 to 2023, Nigeria
Bureau of Statistics (TAX-to-GDP..., 2022; Nigerian do-
mestic..., 2024) and World Development Indicators (n.d.).
The data was analysed using auto regressive distributed
lag (ARDL) model. In a single-equation model, ARDL mod-
els are employed in investigating the dynamic associa-
tions with data that are time series in nature. The autore-
gressive side of the dependent variable’s gives a value that
may depend on prior realisations of the variable itself, as
well as the current and historical values of other explana-
tory variables (the distributed lag part). The variables can
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as well be classified as nonstationary, stationary, or a com-
bination of the two.

The ARDL model is effective when distinguishing be-
tween the long- and short-term impacts and to examine
cointegration - or, more broadly, as well as to determine
whether the variables of interest have a long-term rela-
tionship — in its equilibrium correction representation.
Cumulative sum of recursive residuals (CUSUM) tests was
also employed in the study so as to check the stability or
otherwise of the data. The study considered 1992 to 2023
because the data for 2024 is yet to be published. Model
specification — the modified model is stated as follows:

EG=f(DD, FD, DS, INT, EXR, INF). (1)
Econometrically, the model is stated as:

EG,=p,+p,DD,+B,FD +f.DS +p INT +f.EXR +pINF, +e, (2)

where EG, - economic growth (proxy with growth rate of
gross domestic product) at time t; DD, — domestic debt;
FD, - foreign debt; DS, - debt servicing; INT, - interest rate;
EXR, - exchange rate; INF, - inflation rate; f, — constant
term; 3, B,, B, ... — coefficients to be estimated; ¢, — error
term. Using, the Granger causality model, one can analyse
the association between both dependent and independent
variables. For this analysis, the two primary Granger cau-
sality models are shown:

le 111 t-i Z lﬂlletj yllt’ (3)

X le 21i t1 Z" 1ﬂ21iXt) ‘uzlt’ (4)

where Y stands for economic growth; X stands for exter-
nal debt, debt servicing, interest rate, capital, labour and
technology. The measurements of variables are shown in
Table 1.

Table 1. Measurement of Variables

Economic growth | This serves as dependent variable that measures economic growth
Domestic debt % of GDP DD ,51 > 0
Foreign debt % of GDP FD £,>0
Debt servicing % of total revenue DS p<0
Interest rate Monetary policy rate (MPR) INT ,<0
Exchange rate Official exchange rate (NGN/USD) EXR >0
Inflation rate Consumer price index (CPI) INF p,<0

Source: created by the authors

Economic growth is the dependent variable while
domestic debt, foreign debt, debt servicing, interest rate,
exchange rate and inflation are the independent varia-
bles. Economic growth is the continuous increase in the
level of output of a country’s goods and services pro-
duced for a given time period as compared to a preceding
era. The portion of a nation’s overall government debt
that is owing to domestic lenders is known as domestic
debt while that of the one owned to foreign lenders are
known as foreign debt. Debt servicing is the cost charged
on debt. Interest rate is the price tag by Central Bank
of Nigeria on loans. Exchange rate which is one of the
control variables is the rate at which a country’s curren-
cy is changed for a foreign currency. Finally, inflation

rate is the persistent increase in the prices of goods and
servicing of a country. The Philip Peron (PP) test, the
augmented Dickey-Fuller (ADF) test and Granger-causal
effect test were used.

e RESULTS AND DISCUSSION

To ascertain whether the variables are stationary, the unit
root test is considered and the sequence of integration can
be inferred from their stationarity. The cointegration test
requires knowledge of the variables’ integration sequence.
Table 2 indicates that while economic growth, inflation,
interest rates, and exchange rates were stagnant following
the initial differencing, domestic product and foreign debt
remained at the same level.

Table 2. Test results of unit root

ADF test PP test Order of Order of
Variable . .
Economic growth |  -4.235292 ~3.568379 -4.173127 -3.568379 1(1) 1(1)
Domestic debt -4.453421 -3.568379 —4.483427 -3.568379 1(0) 1(0)
Foreign debt ~4.151845 ~3.568379 ~3.981778 ~3.568379 10) 10)
Debt servicing -5.724267 -3.574244 -12.629551 -3.568379 I(1) I(1)
Inflation ~76.42913 ~3.568379 ~67.595591 ~3.568379 1(1) (1)
Interest rate -4.178832 -3.580623 -11.83347 -3.568379 I(1) I(1)
Exchange rate -3.825221 ~3.568379 -3.825221 -3.568379 1(1) 1(1)

Source: created by the authors

A combination of the I(0) and I(1) series was given as
shown by the unit root test. This suggests that the ARDL
limits test is appropriate method in determining the long-
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run relationship (cointegration). Table 3 demonstrates the
bound F statistic 10.312347 is higher to the upper critical
value with 4.01 at the level of significance of 5%.
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Table 3. ARDL bound test for economic growth

F statistic \ 10.312347 \ 6
Critical value bounds
Significance 11
10% 2.45 3.52
5% 2.86 4.01
2.5% 3.25 4.49
1% 3.74 5.06

Source: created by the authors

Implying a long-term link among the selected var-
iables, with this result, authors could move forward to
estimate the ARDL model. The R? of 0.896048 indicates
to have good fit to the data (Table 4). This indicates that
89.6% of EG changes can be attributed to variations in

interest rates, inflation, exchange rates, domestic and for-
eign debt, and debt payments. F statistic with 5.070470
and its p value of 0.006289 demonstrate the model’s sta-
tistical significance. This suggests that the model is suit-
able for forecast.

Table 4. Long-run results for economic growth

Coefficient Standard error t statistics

Dependent variable: EG

Domestic debt -0.008394 0.003376 -2.486163 0.0322
Foreign debt 0.360653 0.018996 2.582642 0.0022
Debt servicing -0.120965 0.011716 -10.324620 0.0000
Interest rate -0.000135 0.001889 -0.071292 0.9455
Exchange rate 0.331152 0.002122 4.369829 0.0014
Inflation -0.000431 0.001102 -0.390995 0.7040
C 15.471930 6.244072 2.477859 0.0327

R? 0.896048

Adjusted R? 0.719329

S.E of regression 38.30385

F statistic 5.070470

Prob (F statistic) 0.006289

Durbin Watson 2.115241

Source: created by the authors

Table 4 showed the domestic debt’s coefficient value
to be -0.008394, while the p value is 0.0322, revealing neg-
ative significant influence of domestic debt on growth of
GDP. Conversely, foreign debt shows positive and signifi-
cant impact on EG with the coefficient value of 0.360653
as well as the p value of 0.0022, of which servicing of debt
has a negative and influence with the coefficient value of
-0.120965 and p value of 0.0000. Interest rates as well as

inflation have negative and insignificant contemporaneous
influence on GDP (p values of 0.9455 and 0.7040, respec-
tively), as can be observed from their coefficient values of
-0.000135 and —0.000431. It is clear from the exchange rate
coefficient value of 0.331152 and the p value with 0.0014
that exchange rates significantly and negatively lagged
impact on Nigeria’s economic growth. The outcome of this
model’s brief dynamics is shown in Table 5.

Table 5. Short run and diagnostics tests results

D(EG(-1)) -0.145868 0.150792 -0.967348 0.3562
D(Domestic debt) -0.282159 0.138237 -2.041128 0.0685
D(Foreign debt) 0.015633 0.004235 3.691479 0.0042
D(Debt servicing) -0.003388 0.000833 -4.067095 0.0023
D(Interest rate) 0.002922 0.001023 2.857311 0.0170
D(Exchange rate) 0.001536 0.001032 1.488356 0.1675
D(Inflation) -0.001405 0.000692 -2.029828 0.0698
CointEq(-1) -1.384582 0.073964 -5.199605 0.0004
Diagnostic tests
Test F statistic Prob. Value
Breusch-Pagan Godfrey serial 1.917899 0.2270
Breusch-Pagan-Godfrey heteroskedasticity 0.437217 0.9384

Source: created by the authors
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The established long-term link of the model’s var-
iables is validated by it negative but significant esti-
mate of CointEq(-1). The it shows the CointEq(-1) to be
-1.384582, with significant at 1 percent. Implying the
next quarter period should account for approximately
1.38 percent of the long run equilibrium deviations. The
diagnostic test also showed that there is no mis-specifi-
cation mistake and that no issue with serial correlations

16

existed. For the fact that the statistics are not significant
and the test’s null hypothesis of equal variance cannot
be rejected, therefore the Breusch-Pagan heteroskedas-
ticity statistics of 0.437217 with p values of 0.9384 im-
ply that there is no heteroskedasticity in the models. The
investigation’s next stage involved determining whether
long-run coefficient stability could be achieved using the
CUSUM tests (Fig. 1).

12 |

—— CUSUM

-12 | T

-16

,,,,, 5% Significance

T T T T T T T T T T T T T T T
98 00 02 04 06 08 10 12

T T T T T T T T T 1
14 16 18 20 22

Figure 1. CUSUM test

Source: created by the authors

To ensure stability, the cumulative is expected to re-
main between the two crucial lines at the 5% significance
level. If not, there is a problem with instability. Figure 1
showed that the CUSUM plot is located in between the

two important borders, implying the model are stable. The
study examined the causal relationship of public debt and
growth of economy using the Granger-causal effect test
(Table 6).

Table 6. Causality for public debt and economic growth

Null hypothesis Obs F statistic Prob.
DD does not Granger cause EG 33 6.46700 0.0032
EG does not Granger cause DD 6.11860 0.0057
EXD does not Granger cause EG ‘ 33 0.04913 0.9522
EG does not Granger cause EXD 1.08380 0.3537
DS does not Granger cause EG ‘ 33 2.19830 0.1320
EG does not Granger cause DS 5.96567 0.0341
INF does not Granger cause EG ‘ 33 0.87528 0.4291
EG does not Granger cause INF 1.69403 0.2042
INT does not Granger cause EG ‘ 33 1.48435 0.2459
EG does not Granger cause INT 5.86484 0.0082
EXTE does not Granger cause EG ‘ 33 0.02884 0.9716
EG does not Granger cause EXTE 1.63620 0.2149

Source: created by the authors

The findings demonstrated that domestic debt and EG
have a reciprocal relationship. The findings indicated that
there is only one direction of causal relationship between
of growth of economy and servicing of debt. The study
therefore recommends that Nigerian government should
make more use of foreign debt to internal debt because of
the low interest of foreign debt to domestic debt which will
help in reducing the debt burden. This study also recom-
mends that government of Nigeria should make effort in
reducing the debt-revenue ratio by paying some afforda-
ble debt as soon as possible and seeks for ways of enjoying
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debt forgiveness by multinational banks. To improve pro-
duction performance of Nigeria, the government in the
country and pertinent monetary authorities should imple-
ment an appropriate exchange rate policy that will permit
a realistic and stable exchange rate. Interest rate impact
negatively on the economic growth in Nigeria therefore
policy makers in Nigeria should try to manage the interest
rate in such a way that will enhance the economic growth.
The government ought to persist in executing broader re-
forms and suitable measures that guarantee the efficient
transfer of all debt inflows into the real sector, so fostering
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transformed enduring growth rate of the economy. Debt of
a nation should be decided by the present macroeconomic
parameters/indicators based on the tolerance limitations
set by the national assembly, debt management office and
the economic team for the benefit of the nation. Sovereign
nations that are concerned with sustainable economic
growth, especially the less developed countries, which are
characterised with poor capital formation as a result of low
levels of domestic savings and investment should turn to
borrowing from outside sources in order to augment do-
mestic saving whenever they are faced with a lack of capital.

The study aligns with theory of Keynesian econom-
ics (Kur et al., 2021). According to Keynesian economics,
government action, including borrowing to finance deficit
spending can be used to boost economic growth, especially
when the economy is experiencing a downturn or reces-
sion. Keynesians contend that deficit spending can assist
in igniting the economy’s productive capacity and foster-
ing growth at times of underutilised resources, such as
high unemployment and idle capacity. There is a multipli-
er impact, which argues of an initial increase in spending
of government can leads to a bigger rise in overall activi-
ties of the economy, is a key idea in Keynesian economics
(Eichner, 2023). Fiscal policy deficit spending in particular
is viewed as a vital instrument for increasing demand and
restarting the economy in such circumstances.

ARDL model was employed to consider debt of govern-
ment and growth of economy. The dependent variable used
is growth rate of GDP of which the independent variables
are domestic debt, foreign debt, debt servicing, interest
rate and inflation as well as exchange rate. However, it was
revealed domestic debt to be negative but significant deter-
minant of growth of the economy which is consistent with
the results of D. Didia & P. Ayokunle (2020) and C.K. Eke &
N.E. Akujuobi (2021) that shows domestic debt are detri-
mental to growth of the economy. Therefore, null hypoth-
esis of domestic debt does not significantly affect growth
of the economy should not be accepted. This is consistent
with neo-classical growth theory. Neoclassical economics
places a strong emphasis on how effectively market pro-
cesses distribute resources and foster economic expansion
(Eke & Akujuobi, 2021). It makes the case that interference
from the government, particularly deficit spending, can
skew signals from the market and cause resources to be
misallocated, which will eventually hurt chances for long-
term growth, as noted by I. Ajayi & D. Edewusi (2020). The
idea of rational expectations, which postulates that eco-
nomic agents’ base decisions on their reasonable expec-
tations of future outcomes, is a concept that neoclassical
economists frequently include into their analyses (Yusuf
& Mohd, 2021). According to this concept, consumers and
businesses may modify their behavior to decrease con-
sumption and investment if they anticipate future tax rises
or inflation brought on by rising levels of government debt
(Eke & Akujuobi, 2021).

The result of the study further revealed that all foreign
debts are significant determinants of economic growth
which is consistent with the result of M. Matandare &
J. Tito (2018) and I. Ajayi & D. Edewusi (2020). Based on
these, the null hypothesis of foreign debts does not affect
significantly the growth of the economy in Nigeria should
be rejected. The result of the study also showed that all

exchange rates are significant determinants of growth rate
of the economy which is consistent to the result of G. Ani
& S. Nwannebuike (2021) and E. Nyeche (2024). This is
consistent with the theory of purchasing power parity. The
purchasing power of nations’ currencies, which is substan-
tially influenced by inflation, plays a vital role in shaping
the course of foreign exchange rate swings. Policymakers
and other economic stakeholders can effectively manage
the subtleties of exchange rate swings by understanding the
dynamics of buying power and how it interacts with. As a
result, well-informed choices can be taken to use exchange
rate dynamics to improve national economies and promote
long-term, sustainable growth and development. In sum-
mary, the trajectory of variations in foreign exchange rates
is mostly determined by the purchasing power of a coun-
try’s currency, which is heavily impacted by inflation.

To examine the causal effect of public debt on growth
of economy in Nigeria, we employed granger causality test
and it was shown a bi-directional granger-causal effect of
domestic debt and growth of the economy while a one-way
causal relationship existed between economic growth and
debt servicing. Hence, the hypothesis of no causal effect
of public debt on growth of the economy should be re-
jected. This is consistent with the studies of K.O. Onyele
& E.O. Nwadike (2021) and S.C. Alago et al. (2023), which
assumed that when government source for loans in the do-
mestic economy affects the availability of loans for other
productive activities by private sector while external debt
serves as extra financial inflows which developing econ-
omy like Nigeria lacks which can help to augment the fi-
nancial resources in the country. The study revealed that
domestic debt is a negative but significant determinant of
economic growth. The result of the study further revealed
that all foreign debts are significant determinants of eco-
nomic growth which. The study revealed further that there
is bi-directional causality between domestic debt and gross
domestic product while a one-way causal relationship ex-
isted between gross domestic product and debt servicing.

e CONCLUSIONS
Considering the findings from the tests and regressions
of this study, the study concluded a negative relationship
between domestic debt and economic growth. The study
concluded that foreign debts are significant determinants
of economic growth which. Servicing of debt often result to
burden on the country revenue thereby affecting the avail-
able funds for developmental projects that can enhance the
economic growth. The study thereby concluded that public
debt affects economic growth in Nigeria. Therefore, when
faced with a lack of capital, less developed nations should
look to borrowing from outside sources to augment do-
mestic saving. Moreover, the volatility of global financial
markets and variations in oil prices, a significant source of
government income to Nigeria has necessitated the need
to turn on foreign debt in financing public facilities as gov-
ernment expenditure stimulates the economy by providing
cash to consumers and businesses, which then raise spend-
ing and spark other cycles of investment and consumption.
The initial effect of government expenditure on eco-
nomic output is increased by this multiplier effect. Con-
cerns about the Nigerian government’s capacity to pay off
its debt and the sustainability of its finances have been
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raised by the mounting debt servicing load therefore ef-  taking it into account in analysis may be an area for fur-
forts should be made to reduce the debt servicing through  ther research.

seeking for debt forgiveness or debt restructuring thereby

giving the economy ample opportunity to invest in devel- ® ACKNOWLEDGEMENTS

opmental projects. To enhance Nigeria’s production per-  None.
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ities must develop an appropriate exchange rate policy. =® CONFLICT OF INTEREST
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AwnorTaris. [lep>kaBHuT 60PT € BAXKIMBUM iHCTPYMEHTOM, SIKUI YPSIAY BUKOPUCTOBYIOTD 1 (hiHAHCYBaHHS IeP>KaBHUX
BUTPAT, OCOGIMBO B CUTYyaIlisX, KOJM CKJIAQMHO MiABUIIYBATH IOJATKM Ta CKOopouyBaTu BumaTku. Hapasi Hirepis
CTPaKAAE BiJi BUCOKMX BUTPAT HA 06CIYTOBYBAHHS 6OPrY, IKUiT IO KiHIS mepiioro kBaptaay 2024 poKy CTaHOBUTUME
1,12 minespaa monapis CIIA. V 11iif po60Ti AOCTiIKeHO BIIMB JepkaBHOTO 60pTy Ha eKOHOMiuHe 3pocTaHHs B Hirepii.
Ins aHani3y BTOPMHHUX JAHUX, OTPUMaHUX 3i cTaTUCTUYHOTO 6toneTeHs LleHTpanbHOro 6anKky Hirepii 3 1992 mo
2023 poku Ta IHJeKcy CBiTOBOrO PO3BUTKY, OYI0 BMKOPMCTAHO aBTOpErpeciiiHy Mopesb i3 PO3IMOLiIeHUM JIaroM.
HocmimkeHHsT TTOKasaao, M0 iCHYe 3HAYHMIA, aje HeraTMBHMI 3B’I30K MiXK BHYTPIilIHIM 60proM Ta €KOHOMiUHUM
3pPOCTaHHSIM Y IOBTOCTPOKOBI MepcrieKTuBi 3i 3HaueHHsIM Koedinienta —0,008394 Ha 5 % piBHi 3HauymocTi. IcHye
TaKOX 3HAYHMII i MTO3UTUBHMII BIJIMB 30BHIIIHHOIO GOPry Ha €KOHOMiuHe 3POCTaHHS B JOBrOCTPOKOBOMY Iepiofi
3i 3HaueHHsSM Koedinienta 0,360653 Ha 5 % piBHi 3HauymocTi. ITorameHHss 60pry Mae HeraTUMBHMIT 3B’SI30K 3
eKOHOMiuHMM 3pocTaHHsIM B Hirepii 3 koedinienTom -0,120965 Ha 1 % piBHi 3HauymocTi. JJoc/iske HHS TAKOX ITOKa3a10
IBOCTOPOHHII BIUVIMB BHYTPILTHBOTO 6G0OPTY Ha 3pOCTaHHS eKoHOMiKM Hirepii, Tofi, SIK Misk eKOHOMiYHMM 3POCTaHHSIM
Ta 06CTyTOBYBaHHSIM G0PTY OYB BUSIBJIEHUIT OHOCTOPOHHII MPUYMHHO-HACTiIKOBMIL 3B’130K. Y BOCTiIKeHH] 3p06IeHO
BUCHOBOK, LI[0 IepsKaBHMI 60pr Mae 3HAUHMIT BIUIMB Ha 3pOCTaHHS eKoHOMiky Hirepii. Ypsag Hirepii moBuHeH JoK/IacT
3YCWJIb 1JIsI 3MEHIIeHHS CITiBBiJHOIIEHHST 60PTY A0 AOXOMIB IIJISIXOM SIKHAMIIBYUAIIOTO MOTAIlleHHS JOCTYITHOTO 60pTYy,
a TaKoXX ITYKaTU MUISIXU CIIMCAHHSI 60pry MiskHapomHuMM 6aHKaMu. [JOcTimKeHHsT pekoMeHaye ypsay Hirepii 6inbrire
BMKOPMCTOBYBATH 30BHIiIlIHi}1 60pT, Hi’k BHYTPIiIlIHii1, Yepe3 HM3bKUIT BifCOTOK 30BHIIIHBOTO 6GOPTY IO BiJHOIIEHHIO A0
BHYTPIIIHBOTO, 10 JOIIOMOXKEe 3MEHIIUTM 6OPTOBMIL TSIrap

KirouoBi citoBa: mepskaBHMIT 6OPTr; TEMITM 3POCTaHHSI BaJIOBOTO BHYTPIITHHOTO MPOMYKTY; OOMiHHMIT KypC; aBTOperpeciiiHa
MOJIe/Th 3 PO3MOAIEHMM JIaTOM; CTATUCTUYHA 3HAUYIIICTh

« Development Management. 2024. Vol. 23, No. 4 « 83


https://orcid.org/0000-0002-6704-2673
https://orcid.org/0000-0003-0540-156X
https://orcid.org/0009-0007-2823-3163
https://orcid.org/0000-0003-3418-6686
https://orcid.org/0009-0008-3151-7500

YNPABJ1IHHA PO3BUTKOM
Mi>kHapoaHMii eKOHOMiIYHUIA YKypHan

Tom 23, N2 4
2024

BignmoBimanbHMIi pegakTop:
K. HixitimmHa

PenmaryBanHs 6i61iorpadiyHmx cnmnckiB:
K. HikiTimmHa

Komrr’roTepHa BepcTKa:
O. I'miHueHKO

[Minmicaxo o apyky 17.12.2024
®opmar 60%84/8
YM. IpyK. apk. 9,9
Haxknag 50 mpum.

BupaBHuIITBO: XapKiBCbKMI1 HAlLliOHABHNUIT €KOHOMIUHMIT YHiBepcuTeT iMeHi CemeHa KysHerrst
61166, ripoB. ImkeHepHmit, 1-A, M. Xapkis, Ykpaina
E-mail: info@devma.com.ua
https://devma.com.ua/uk


https://devma.com.ua/uk

DEVELOPMENT MANAGEMENT
International Economic Journal

Volume 23, No. 4
2024

Managing Editor:
K. Nikitishyna

Editing bibliographic lists:
K. Nikitishyna

Desktop publishing:
0. Glinchenko

Signed to the print 17.12.2024
Format 60%84/8
Conventional Printed Sheet 9.9
Circulation 50 copies

Publisher: Simon Kuznets Kharkiv National University of Economics
61166, 1-A Inzhenerny Ln., Kharkiv, Ukraine
E-mail: info@devma.com.ua
https://devma.com.ua/en


https://devma.com.ua/en

