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AHoTanis. Po3BUTOK TexHoJoTii wTyyHoro iHTesnekTy (ILI) 3HayHO Bn/IMBa€ Ha pisHi
chepu XKUTTSA, BKJIWOYAYM MeAULMUHY, diHAaHCH, TPAHCHOPT Ta OCBiTYy. ABTOMaTH3alif
npoueciB, mnifBulleHHS e(peKTUBHOCTI pOOOTH Ta CTBOPEHHS IHHOBALiMHUX pillleHb
BIIKPUBAOTb HOBI TOPU30HTHU Yy HayILi, €KOHOMIlli Ta NOBCAKAEHHOMY UTTi. ¥ CTaTTI
pO3I/IAAAI0THCA KIOYOBi eTU4HI acnekTu BUkopuctaHHd L. Ocob6i1uBa yBara npu/iiseTbcs
MiXKHApOJHUM iHiniaTuBam pery.swoBaHHA I, cnpssMoBaHMM Ha 3a6e3nedYyeHHs PO30POCTi,
6e3MeKH Ta JOTPUMaHHS NpaB JIAWHU. TaKkoX aHa/1i3yeTbCA IOTOYHUU CTaH Ta epCleKTUBU
BIIPOBA/PKEHHA eTUYHUX HOPM B CBIiTi Ta YKpaiHi, BK/JII0YAar04M 3aX0/4U 11010 cCaMOOopraHisarnii
IT-koMnaHiii Ta po6OTYy JAepKaBHUX CTPYKTYpP HaJ, HOPMATUBHUMU J[JOKYMEHTaMHU.
JlocaipkeHHsI HaroJ1o1ye Ha BaXKJIMBOCTI pO3p006KHU clipaBeJ/IMBUX Ta 6e3neyHux lI-cucrtem,
[0 BpPaxOBYKOTb NPUHLMIKW MPO30POCTi, MiA3BITHOCTI Ta HeAWCKpuMiHanii. B yMmoBax
ctpiMkoro po3BUTKy LI Heo6xiAHO 3HAWUTH 6asiaHC MiX TEXHOJIOTIYHHMM MPOTPEcoM Ta
MOpaJIbHOK BiJNOBia/IbHICTIO, 100 MiHIMi3yBaTHW NOTEHIiMHI PU3UKU Ta 3abe3MeYUTH
MaKCHMaJIbHY KOPUCTB JJISl CYyCIIJIbCTBA.

Kio4oBi csoBa: TexHOJIOTiYHUK mnporpec, WTy4yHUW iHTesekT (IHI), etuka I,
perysaroBanH4 LI, conianbHi Hacaigxy 1.

ETHICAL ASPECTS OF USING ARTIFICIAL INTELLIGENCE: CHALLENGES AND
PROSPECTS

Annotation. The development of artificial intelligence (Al) technologies has a significant
impact on various areas of life, including medicine, finance, transport and education.
Automation of processes, increased efficiency and creation of innovative solutions open up new
horizons in science, economics and everyday life. However, along with the benefits, Al brings a
number of serious ethical challenges. Among them are the problem of responsibility for
decisions made by machines, bias in algorithms, issues of autonomy and control, as well as the
socio-economic consequences of its implementation.

The article considers the key ethical aspects of the use of Al, including potential risks, such
as automation of jobs and possible growth of unemployment, the use of Al in the military
sphere, threats of information manipulation (deep fakes), as well as issues of free will and
control over self-governing systems. Particular attention is paid to international initiatives on
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Al regulation aimed at ensuring transparency, security and respect for human rights. The
current state and prospects for the implementation of ethical standards in Ukraine are also
analyzed, including measures for self-organization of IT companies and the work of
government agencies on regulatory documents.

The study highlights the importance of developing fair and safe Al systems that take into
account the principles of transparency, accountability, and non-discrimination. As Al advances
rapidly, it is necessary to find a balance between technological progress and moral
responsibility to minimize potential risks and maximize the benefits to society.

Keywords: technological progress, artificial intelligence (Al), Al ethics, Al regulation,
social consequences of Al

Introduction

Modern artificial intelligence (AI) technologies are rapidly evolving and finding
applications in various spheres of life — from medicine and finance to transportation and
education. Its capabilities enable the automation of processes, enhance work efficiency, and
offer innovative solutions to complex problems. The development of Al technologies plays a key
role in the digital transformation of society, opening new horizons for science, the economy,
and everyday life.

Many renowned scientists are contributing to Al research, such as Yoshua Bengio, who
explores Al ethics and its impact on society; Yann LeCun, who focuses on the development of
convolutional neural networks (CNN) used in computer vision; Geoffrey Hinton, who works on
backpropagation algorithms, forming the foundation of modern neural networks; Stuart
Russell, specializing in Al safety and ethics, promoting the idea of "beneficial Al" that acts in the
best interests of humanity; as well as Nick Bostrom, Wendy Hall, and Maria Shagouri, who are
engaged in Al development, creating algorithms and models for data analysis, learning, and
decision-making. They work on neural networks, machine learning, and other technologies
applied in medicine, robotics, finance, and many other fields. Additionally, they study Al ethics,
striving to make it safe and accessible for society. According to various studies, the global
artificial intelligence market is growing at a rapid pace.

The purpose of this article is to study and analyze the key ethical aspects of the use of
artificial intelligence (Al), identify the main challenges associated with its development, and
consider possible approaches to regulating and creating safe and fair Al systems.

Objectives of the article:

—To characterize the current state of development of Al technologies and their impact on
various spheres of life;

—To identify the main ethical issues associated with the use of Al, including issues of
liability, algorithm bias, autonomy and control;

—To analyze the potential socio-economic consequences of the introduction of Al, such as
automation of jobs and the risk of unemployment;

—To study international initiatives and legal approaches to regulating the ethical aspects
of Al;

—To assess the current state of development of ethical standards and legislative regulation
of Al in Ukraine;

—To propose possible solutions to ensure transparency, security and fairness in the use of
Al

Results
Modern artificial intelligence (AI) technologies are rapidly evolving and finding
applications in various spheres of life — from medicine and finance to transportation and
education. Its capabilities enable the automation of processes, enhance work efficiency, and
offer innovative solutions to complex problems. The development of Al technologies plays a key
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role in the digital transformation of society, opening new horizons for science, the economy,
and everyday life.

In 2024, the global artificial intelligence market reached an estimated value of $298
billion. It is projected that by 2030, this figure will grow to nearly $2 trillion, indicating an
annual growth rate of approximately 20% [1-2]. The Al market is growing at 20% per year
(Figure 1).

Global Al Market Size, $ billion (2021-2030)
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Figure 1. Global Al Market Size, $ billion (2021-2030) [1]

By 2025, the chat-bot market will reach approximately $1.25 billion.

For comparison, the market size in 2016 was $190.8 million. Thus, the chat-bot market
growth over 9 years will be more than 6 times.

The annual revenue of the global artificial intelligence software market in 2024 exceeded
$71 billion. Over the past five years, company revenues from the use of Al have grown 7 times
(Table 1).

Table 1
Al Software Market Revenue (2018-2025) [1]
Vear Al Software I.Vl.arket
Revenue (billion)

2018 $10.1

2019 $14.69

2020 $22.59

2021 $34.87

2022 $51.27

2023 $70.94

2024* $94.41

2025* $126

Around 4 out of 5 companies consider Al a top priority in their business strategy. A
whopping 83% of companies say that using Al in their business strategy is a top priority.

Automated emails and chat-bots are two of the most common uses of Al in everyday
business communications.
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Al Use Cases in Companies
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Figure 2. Al Use Cases in Companies

The Al industry has found its application in various business functions, from cloud
computing for data sets to optimizing decision making in companies. Industry verticals that use
Al technology include technology-related sales, insurance, banking, telecommunications,
healthcare, manufacturing, retail, and marketing (Table 2) [1].

(Table 2)
Industry verticals using Al technology [1]

Industry Basic level ($) Con tr?bd:tlit(:gl:;l Al ($)
Accommodation and food services 1.5 trillion 489 billion
Agriculture, forestry and fisheries 554 billion 215 billion
Arts, Entertainment and Leisure 453 billion 87 billion
Construction 2.76 trillion 520 billion
Education 1.06 trillion 109 billion
Financial services 3.42 trillion 1.15 trillion
Healthcare 2.26 trillion 461 billion
Information and communication 3.72 trillion 951 billion
Production 8.4 trillion 3.78 trillion
Other services 535 billion 95 billion
Professional Services 7.47 trillion 1.85 trillion
Government services 3.99 trillion 939 billion
Social services 1.08 trillion 216 billion
Transportation and storage 2.13 trillion 744 billion
Public utilities 962 billion 304 billion
Wholesale and retail trade 6.18 trillion 2.23 trillion

Revenues from Al-related software, hardware, services, and sales are projected to grow
19% annually to reach $900 billion by 2026, up from $318 billion in 2020. By 2030, Al's
contribution to the global economy will exceed $15 trillion.

According to Sprout Social, 71% of surveyed companies have integrated Al into their
workflows, with 82% of them reporting a positive impact from these technologies. The most
common applications include boosting productivity, precise targeting, and content curation. It
is expected that by 2026, 90% of online content will be generated using Al technologies [1-2].
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Regarding Ukraine, a survey conducted by Kantar Ukraine in February 2024 revealed that
79% of Ukrainians are aware of artificial intelligence, but only 29% have experience using it.
Among young people aged 18-29, this figure is higher at 41%. According to the State Statistics
Service of Ukraine, as of the end of November 2024, only 5.2% of Ukrainian enterprises use Al
technologies. For comparison, big data analytics and ERP systems are employed by 15.2% of
enterprises [3].

Ukrainian IT company “Intellias” reported that in 2024, the number of client orders
related to artificial intelligence nearly tripled compared to 2023 and increased almost fivefold
compared to 2022. Ukraine has around 307,000 Al specialists, placing it second in Eastern
Europe after Poland, which has 600,700 specialists [4].

These figures reflect both global trends in Al development and the unique aspects of its
adoption and perception in Ukraine.

With Al advancements come not only numerous new opportunities but also significant
ethical challenges that must be addressed, including [5]:

-Job automation. Al development leads to the replacement of human workers in certain
professions. While this can increase business efficiency, it may also result in social issues such
as mass unemployment.

-Al in military applications. The use of Al in weapons and military operations raises
questions about moral responsibility for decisions made by machines. Can Al independently
determine who poses a threat?

-Deepfakes and information manipulation. Deep learning technologies enable the creation
of highly realistic fake videos and audio recordings, which can be used for disinformation and
blackmail.

-Free will and Al control. As Al systems become more autonomous, the question arises of
how much control humans will have over them and how to prevent unintended consequences.

Considering these ethical challenges associated with Al development, it is crucial to
analyze Al systems themselves. Understanding their types and manufacturers provides deeper
insight into the technologies underpinning modern solutions and the key players shaping the
future of artificial intelligence. The types of Al systems and their manufacturers are presented
in Figure 3.

Many renowned scientists are contributing to Al research, such as Yoshua Bengio, who
explores Al ethics and its impact on society; Yann LeCun, who focuses on the development of
convolutional neural networks (CNN) used in computer vision; Geoffrey Hinton, who works on
backpropagation algorithms, forming the foundation of modern neural networks; Stuart
Russell, specializing in Al safety and ethics, promoting the idea of "beneficial Al" that acts in the
best interests of humanity; as well as Nick Bostrom, Wendy Hall, and Maria Shagouri, who are
engaged in Al development, creating algorithms and models for data analysis, learning, and
decision-making. They work on neural networks, machine learning, and other technologies
applied in medicine, robotics, finance, and many other fields. Additionally, they study Al ethics,
striving to make it safe and accessible for society. According to various studies, the global
artificial intelligence market is growing at a rapid pace.
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Types of Artificial Intelligence Systems and Their Developers

ChatGPT (OpenAl) - chatbot and a generative model of text.

1.1. Weak (narrow) Al (Narrow Google Bard (Google DeepMind) - ChatGPT analog, integrated into search.
Al) - Specialized systems that | = DALL-E (OpenAl) - generation of images by text description.
perform specific tasks. IBM Watson (IBM) - Al platform for business and medicine.

Siri (Apple), Google Assistant, Alexa (Amazon) - - voice assistants..

1. By level of 1.2. Common (General AL, AGI) Komnanuu, paboTtaomue Hag AGL: OpenAl; DeepMind (Google); Anthropic;
development - : Self-learni = Mi .
12 Not yet created: Self-learning Microsoft Al; Meta AlL
systems with intelligence
comparable to that of humans.

1.3. Superintelligence (Super AI) - Hypothetical form: Surpasses human intelligence in all areas (exists only in theory).

; ChatGPT (OpenAl) - text generation.
‘} Z.Eecene;a'm:\elm 1> Midjourney, DALLE, Stable Diffusion - image creation.
(Generative Al) Runway ML - video generation.
MusicLM (Google), AIVA - music creation.
. Tesla Autopilot (Tesla) is an autopilot for cars.
L 2.2. Computer vision | FaceID (Apple) - facial recognition.

Clearview Al - search for people by photo (used by law enforcement).

2.3.Voice technologies and NLP 5| Siri (Apple), Google Assistant, Alexa (Amazon) - voice assistants.
(naturallanguage processing) Nuance Dragon (Microsoft) - medical transcription.

2.By areasof . DeepMind Health (Google) - disease diagnosis.
| application 2.4.Medical Al | 1BM Watson Health - medical data analysis.
PathAlI - cancer diagnosis usingimages.

2.5. Alfor business and

analytics —> Salesforce Einstein - Al for sales and marketing.

Google Cloud AI, AWS AL Azure Al (Microsoft) - cloud Al platforms.
SAP Al Oracle Al - corporate solutions.

( 2.6. Alinthe military sphere | .| ProjectMaven (US Department of Defense) - analysis of satellite images.
GhostRobotics (USA) - autonomous robots.
Harpy (Israel) - drones with Al

Figure 3. Types of Artificial Intelligence Systems and Their Developers
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However, along with the benefits that Al brings, numerous ethical issues arise regarding its
use. Scientists are actively discussing the ethics of artificial intelligence (Al), as its development
raises many moral and social questions. The main issues highlighted in scientific circles are
presented in Figure 4.

Ethical issues related to Al

1. Responsibility and - Who is responsible for Al mistakes? The developers, the
Accountability technology owners, or the systems themselves?
- Should legal mechanisms for regulating Al be introduced?

- Al can inherit bias from the data it is trained on. This has already
2. Bias and Fairness led to discrimination in areas such as hiring, justice, and lending..
- Scientists are developing methods to reduce bias in algorithms.

3. Autonomy and - How autonomous can Al systems be? For example, in the military
Control field - is it acceptable to allow the use of autonomous weapons?

- The question of control: who and how should manage the
development of AI?

- Will Al replace humans in the workplace? How can mass

unemployment be avoided?
— Hnowr ran the henefite nf AT he dictrihnted fairlu?

4. Economic and
Social Impact

- Some scientists (such as Nick Bostrom, Max Tegmark, and Stuart
Russell) warn about the risks of superintelligence emerging, which
could spiral out of control.

- Concepts of "friendly AI" are being developed, which would take

human values into account.

5. Risks of
Superintelligence

- Many organizations (such as the UN, EU, and OpenAl) propose
principles of responsible Al, such as safety, transparency, and
respect for human rights.

6. Ethical Principles
of Al Development

Figure 4. Ethical issues related to Al

Ethical issues surrounding Al are actively discussed by scientists, lawyers, and technology
companies to establish principles and laws for the responsible development of Al. Al ethics
encompasses principles that guide the creation and application of Al responsibly, ensuring it does
not harm people. Key concepts central to Al ethics discussions are presented in Figure 5.

In Ukraine, Al ethics is becoming increasingly relevant, and a number of scientists and
specialists are actively engaged in this field. In February 2025, the Ministry of Digital
Transformation of Ukraine announced the creation of the Artificial Intelligence Competence
Center. The goal of the Center is to develop and implement Al technologies across various sectors,
including defense and healthcare, as well as to draft corresponding legislation. The Center is
headed by Lev Shevchenko, a well-known Al specialist [7].
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Oksana Krasovska, an expert analyst at the Ukrainian Institute of Politics, actively
participates in discussions about Al implementation and regulation in Ukraine. She emphasizes the
need to raise public awareness about the opportunities and risks associated with Al usage [8].

Transparency - how
can we understand why
Al makes a particular
decision?

Responsibility - who
is responsible for the
actions of AI?

Security - how can we
prevent threats from
Al including
cyberattacks and
misuse?

Autonomy - how
much can Al
operate without
human control?

Key Concepts of Al

Impact on society - how
is Al changing the job
market, politics, and
personal life?

Justice - how can
discrimination and bias
in algorithms be avoided?

Figure 5. Concepts that play a key role in the discussion of Al ethics

Ethical issues surrounding Al are actively discussed by scientists, lawyers, and technology
companies to establish principles and laws for the responsible development of Al

In Ukraine, there are currently no specialized laws regulating Al ethics, but significant efforts
are underway to create the necessary legal framework and implement ethical standards in this
field. On December 2, 2020, the Cabinet of Ministers of Ukraine approved the Concept for the
Development of Artificial Intelligence, aimed at integrating Al into various sectors of life and the
economy. Although this document does not set specific ethical norms, it lays the foundation for
future Al regulation [9].

In October 2024, nine leading Ukrainian IT companies signed the Declaration on Self-
Regulation in the Field of Artificial Intelligence. Within three months of signing, they plan to
develop rules for the ethical use of Al to guide the creation of innovative products [10].

The Ministry of Digital Transformation of Ukraine is actively working on forming a regulatory
framework for Al In August 2023, work began on Al legislation involving experts, officials,
members of parliament, and lawyers [11]. In April 2024, the Ministry presented the "White Paper,"
outlining Al regulation strategies in Ukraine. This document is being developed in collaboration
with the European Commission and aims to gradually implement Al regulation, taking into account
European practices.

Legislation plays a crucial role in shaping the rules for Al use, but its application must align
with fundamental ethical principles to ensure fairness and safety. Experts highlight the following
principles [5-10]:
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1. Transparency and explainability. Al algorithms should be understandable and explainable.
Users and developers must be able to comprehend how decisions are made, especially in critical
areas such as healthcare and justice.

2. Fairness and non-discrimination. Al should operate fairly without creating or reinforcing
social inequality. It is essential to prevent algorithmic bias, which may arise from distorted or
incomplete data.

3. Privacy and data protection. Al relies on processing vast amounts of data, including
personal information. Strong data protection and compliance with privacy laws, such as GDPR, are
crucial.

4. Accountability. There must be clearly defined entities responsible for Al actions. If an
algorithm makes a mistake or causes harm, it should be clear who is accountable - developers,
system owners, or end users.

5. Security. Al systems should be designed with cybersecurity in mind to prevent
manipulation, hacking, and unintended consequences, such as autonomous decisions posing risks
to humans.

Considering these principles, it is vital to summarize and outline measures to ensure the
responsible and fair development of Al.

Conclusions

The advancement of Al ethics is an integral part of technological progress. Without ethical
guidelines, Al could become a threat rather than a tool for improving lives. To minimize Al-related
risks, clear legislative norms and international agreements must be implemented. Many countries
are already developing Al ethics codes, including rules for transparency, oversight, and human
rights protection. As technology evolves, ethical standards will also progress. Striking a balance
between innovation and moral responsibility is crucial to ensure Al benefits society rather than
posing a danger.

Many renowned scientists are contributing to Al research, such as Yoshua Bengio, who
explores Al ethics and its impact on society; Yann LeCun, who focuses on the development of
convolutional neural networks (CNN) used in computer vision; Geoffrey Hinton, who works on
backpropagation algorithms, forming the foundation of modern neural networks; Stuart Russell,
specializing in Al safety and ethics, promoting the idea of "beneficial AI" that acts in the best
interests of humanity; as well as Nick Bostrom, Wendy Hall, and Maria Shagouri, who are engaged
in Al development, creating algorithms and models for data analysis, learning, and decision-
making. They work on neural networks, machine learning, and other technologies applied in
medicine, robotics, finance, and many other fields. Additionally, they study Al ethics, striving to
make it safe and accessible for society. According to various studies, the global artificial intelligence
market is growing at a rapid pace.
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